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Abstract

This paper reports on the development of a domes-
tic user-interface robot that is able to have natural
human interaction by speech and emotional feedback.
Natural interaction with the user is achieved by means
of a mechanical head able to express emotions. Addi-
tionally, our robot is aware not only of its position in
the environment but also of the position and intentions
of the users. The localization of the robot is achieved
with an appearance-based localization method. To get
information about the users, the robot is designed to
operate in (and to cooperate with) an intelligent ambi-
ent that takes care of monitoring the users. The result
is a service robot that departs from existing develop-
ments in the fields of interface and service robots that
are mainly reactive and, thus, limited in functionality.

1 Introduction

In the last years an increasing effort is spent in re-
search on service and entertainment robots which op-
erate in natural environments and interact with hu-
mans. The Sony AIBO is an example of a robot which
is meant to play with children: it has a perceptual
system (vision, auditory, tactile), plays soccer, and
can learn its own behavior [1]. NEC has developed
“Papero”, a personal robot which also is able to enter-
tain the user but has more functionality: it serves as
an interfacing with web-services and electronic equip-
ment [16]. Even more functionality is present in var-
ious other service robots, such as robot-waiters [11],
museum robots [21] or care-for-elderly robots [9], all
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examples of autonomous intelligent systems, operat-
ing in a real world.

Most of the existing service robots are only able
to exhibit reactive behaviors and this clearly limits
their utility. To extend service robot’s functionality we
have to make them aware of their own position in the
environment as well as of the position and intentions
of other agents (i.e., the users).

To make the robot aware of its position in the envi-
ronment (and, thus, able to navigate on it) we propose
to use an appearance-based robot localization tech-
nique [23].

On the other hand, to make the robot aware of the
intentions of users we propose to integrate the robot
in another recent development in the ‘services for hu-
mans’: the Ambient Intelligence. This refers to a new
paradigm in information technology, in which people
are served by a digital environment that is aware of
their presence and context, and is responsive to their
needs, habits, gestures and emotions. Ambient Intelli-
gent environments incorporate the following elements:
ubiquity (surrounded by many networked embedded
systems), awareness (locate objects and people, recog-
nize their intentions), intelligence (reason, learn from
interactions), and natural interaction (speech and ges-
ture recognition, speech and motion synthesis). But
the question is whether the user is going to talk to his
toaster or coffee machine... We think not.

As a part of the European project “Ambience” [12]
we develop a domestic robot (see Figure 1). The robot
must be some personification of the intelligent environ-



Figure 1: The robot Lino.

ment, and it must be able to show intelligent behav-
ior, context awareness and natural interaction. The
robot exploits the intelligent environment to get infor-
mation about the user intentions, preferences, etc. In
the other way around, the human user must be able
to have a seamless contact with the digital world by
means of the robot.

Very important for the natural interaction is a
nice look of the robot, and the possibility to ex-
press some emotional state. Many other robots use a
(touch)screen interface, sometimes with an animated
face [11, 5]. We decided to use a ‘real’ face, consisting
of dynamic mouth, eyes and eyebrows since this makes
the interaction more attractive and also more natural.

The development of software modules for different
tasks is carried out by multiple developers. There-
fore, we have implemented a dedicated software tool
to support the developers. Using this tool, differ-
ent software modules of the robot application, run-
ning on different operating systems and computers,
can be connected/disconnected interactively at run-
time by means of a graphical user interface. With
this approach, integrating the different software com-
ponents is a matter of ”configuration” rather than pro-
gramming.

The objective of this paper is to introduce the dif-
ferent modules developed for our robot, the software
tools used to integrate them, and the preliminary re-
sults we have obtained so far. In Section 2, we describe

the emotional feedback mechanism, which is the most
important aspect for creating a natural interaction be-
tween the robot and the user. Next, Section 3, we
describe the mechanisms to pay attention to the user
at any moment (i.e., user localization and speech un-
derstanding). After this, we introduce the localization
(Section 4) and navigation (Section 5) abilities of the
robot. Section 6 introduces the Belief Desire Inten-
tion framework that is used to coordinate the rest of
modules. Then, Section 7 describes the software tools
used to integrate all the presented modules and in Sec-
tion 8 we present the results we have obtained up to
now. Finally, Section 9, summarizes our work and ex-
tracts some conclusions out of it.

2 Emotional Feedback Module

Nonverbal emotional feedback by means of facial ex-
pressions and head/body motion plays a very impor-
tant role in human interaction. Small motions of the
head, the mouth, the eyes, or the eyebrows are often
sufficient to indicate the state of the interaction pro-
cess e.g. not interested, enjoying, understanding, etc.
We decided to use a real physical embodiment in the
form of a 3D mechanical head. With others [7, 17], we
strongly believe that the human user needs a natural
physical entity along with the embedded intelligence of
the interface. Additionally, the recent commercial suc-
cess of toy robots (AIBO, I-Cybie, Poo-Chie) clearly
indicates the attractiveness of such an embodiment.
Furthermore, a robot head with a nice, cute appear-
ance and emotional feedback can be configured in such
a way that the human user enjoys the interaction (fun,
excitement) and will more easily accept possible mis-
understandings. The human user remains feeling his
superiority.

The physical embodiment of the robot is based on a
Pioneer2 DXE platform [18] (see Figure 1). On top of
the platform we have built the mechanical head (925
cm) with an attractive, well-groomed appearance. The
head is equipped with mobile and controllable eye-
brows, eyelids, eyeballs, and mouth shapes. It is sup-
ported by a neck with three degrees of freedom allow-
ing for three basic movements: (1) turning left/right,
(2) turning up/down, (3) approaching/withdrawing.
The position of the various parts is controlled by 17
standard RC-servomotors. During the development,
the aspect of a head with a nice, well-groomed appear-
ance was emphasized as we consider this of importance
for the evaluation of user tests. Other features have
been largely determined by compromising factors as
time, costs, and availability, like e.g. the artistic de-
sign, the size and the shape.

The coordinate the degrees of freedom of the robot’s



face to express emotions we use the OCC model [15].
This defines a simple interface to select the kind of
emotion to express that is then automatically trans-
lated into motor movements.

3 User Awareness Module

We have implemented and tested one of the tasks of
the robot called “Turn-to-speaker” behavior. This be-
havior basically determines the direction of a speaker
in a 3D space and turns the head and body toward
the speaker. The 3D speaker location estimation is
determined by means of three mutually perpendicular
microphone pairs. These microphones are mounted
inside the head and are separated by a distance of 25
cm. Each microphone pair uses a stereo USB audio
digitizer for the signal acquisition. We analyze the
recorded signals to the difference in the time of flight
of speech that arrives. The basic problem in this mea-
surement is to get rid of the numerous acoustic reflec-
tions in the recorded speech signals. With an adaptive
Filtered-Sum Beamformer and an optimization algo-
rithm [3, 4] it is possible to determine the contribution
of these reflections and to largely compensate for them
in the recorded signals.

The location of the speaker is indicated in the local
robot coordinate system by two angles, ¢ (horizon-
tal plane), 6 (tilt). The angle ¢ is used to turn the
robot platform and @ is used to turn the head up to
the speaker with the loudest voice. There is a problem
when there are many speakers at the same level. In
this case the system will not generate consistent val-
ues and we pause the turning of the robot. The system
does not respond to random acoustic noise. It detects
human voices by looking for harmonics (the pitch) in
the recorded signal. With this technique we also want
to explore “Follow-me” behavior: e.g. advancing small
distances in the direction of someone speaking at reg-
ular intervals.

Beside the sound localization, the robot is also
equipped with speech recognition (to accept verbal
commands given by the user) and with voice gener-
ation (to interact with the user and to inform him/her
of relevant events: completion of given task, etc).

**x% Something about integration in the ambience
intelligent environment: Type of information to get
from (and to send to) the environment, communication
protocols, etc.

4 Robot Localization Module

It is well known that the estimation of the robot po-
sition from odometry is subjected to large errors in the
long term. Consequently, additional sources of infor-

mation must be used to determine the robot’s position.
In our case, we advocate for the use of vision.

The appearance-based localization approach [14] is
appealing for its simplicity. In this approach, the robot
position is determined by a direct comparison between
the image observed at a given moment and a set of
images observed before. Note that, since images are
directly compared to each other, we avoid the errors
associated with the landmark detection procedures.

The appearance-based localization departs from a
training set including images shot at known positions.
The dimensionality of these images is reduced using
a standard PCA technique, producing an appearance-
based map of the environment. When the robot is
moving, the collected images are compressed using
PCA and the resulting set of feature detectors is com-
pared with those stored in the appearance-based map.
The position of the map points closer to the current ob-
servation are used within a Markov process [13] to im-
prove the estimation of the position of the robot. We
have obtained good results combining this approach
with the use of a particle filter to estimate the proba-
bility distribution on the robot’s position [23].

In our previous work,we used an omnidirectional
camera. The problem of using this type of camera is
that images are very sensitive to any change in the en-
vironment. Thus, to increase the robustness, within
the “Ambience” project, we plan to use two cameras
mounted on the head of the robot. The head can be
moved to point the cameras in different directions.
Therefore, in the presence of confusing images (im-
ages that do not match with any of the images in the
appearance-based map) we can readily obtain a new
image just moving this head. The idea is to select
the head movement that is likely to provide the less
ambiguous view. In this way, we will minimize the
number of head movements necessaries to determine
the robot’s position [19].

An additional advantage of using a stereo vision sys-
tem is that it can provide depth maps that are less
sensitive to change in illumination than usual inten-
sity images.

5 Navigation Module

The objective of the navigation module is to drive
the robot to the desired positions (expressed as ab-
stract placements such as kitchen, bedroom, etc) avoid-
ing collision with obstacles.

To accomplish this objective, the architecture in
Figure 2 is used in the navigation module. There are
two internal modules: the planner and the behavioral
execution module.

The planner generates subgoals from the robot’s
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Figure 2: Approach to Planning and Behavioral Exe-
cution.

current location to the global goal position using a
map. In previous work, a computationally efficient
planner was developed based on the Wave Front Dis-
tance Field (WFDF) algorithm; see [22] for more de-
tails. This planner finds the shortest path to the goal
and calculates subgoals on this path. The straight
path between two consecutive subgoals is obstacle free.
In a final step, subgoals that are close to each other
are merged. This avoids that subgoals are too close to-
gether, which is not desirable in behavioral execution.
The efficiency of the algorithm allows to re-plan ap-
proximately every second, coping with the robot get-
ting off course in front of obstacles. Figure 3 shows
the subgoals in the HomeLab (the domestic test envi-
ronment at Philips Research Eindhoven, The Nether-
lands), from the robot’s current location (L) to a cer-
tain goal position (G). The planner outputs the de-
sired change in position in order to reach the first cal-
culated subgoal. By doing so, this ultimately leads the
robot to his final goal. The information provided by
the localization module (see Section 4) is used deter-
mine the position of the robot and, thus, to keep track
of the change in position already achieved.

The second component of the navigation architec-
ture, the behavioral execution module, receives as in-
put (from the planer) the desired relative displacement
for the robot and determines the linear and angular
speeds (v and w, respectively) necessaries to perform
it. Then, these speeds can be readily transformed to
wheel motor commands. The behavioral execution is
implemented using a behavior-based control approach.
We refer to [2] for an introduction to behavior-based
robots. Obstacles which are not in the map, both
static and dynamic, possibly show up in front of the
robot while moving. To avoid bumping into them, an
avoid-obstacle algorithm is implemented. Ultrasonic
sensors are used to detect these obstacles.

The cooperation of the fast planner module and the
behavioral execution one leads the robot to his goals.

Figure 3: The planner uses a map to generate subgoals
(the small dots in the figure) from the current location
L to the goal position G.

6 BDI

**** Something about global coordination and task
planning ?

Future development aims at realizing more au-
tonomous behavior. We are currently implementing a
decision and an emotion module. The decision module
is based on the Belief Desire Intention (BDI) architec-
ture [24].

7 Implementation

An efficient implementation and integration of all
the different functional software components requires
a dedicated software framework. We have developed a
module-based software framework, called the Dynamic
Module Library that services this purpose. The basic
software construct is that of a module that has in-
put and output ports, which can be connected to each
other to exchange data. The framework meets the fol-
lowing requirements

Runtime flexibility The possibility to change algo-
rithms of modules at runtime, to extend the robot



Figure 4: 3D mechanical head expressing emotions: a) happy, b) sad, ¢) surprised.

application with new modules at run-time, and to
probe ingoing and outgoing data of modules at
runtime.

Runtime robustness Stopping (or crashing) one or
more modules of a running robot application
should not result into an overall stopping (or
crashing) of the robot application.

Runtime configurability The possibility to define
at runtime the configuration of modules (that is,
the connections between the modules) that make
up the robot application.

Distribution The possibility to distribute the robot
application over several host computers in order
to enlarge the computational resources.

Portability Support for the most popular program-
ming languages (C, C++, Java) and operating
systems (Windows, Linux).

Modules are implemented separately from each
other and are executed as individual processes in some
operating system (both MS Windows or Linux are cur-
rently being supported). By using a registry, modules
can discover and lookup each other at run-time. Once
a module has found an other module, it can make con-
nections to the ports of that other module. It is also
possible to externally connect ports of modules. By
means of the graphical user interface we can start/stop
modules, connect/disconnect ports as well as prob-
ing ports. This way, a robot application consisting of
modules can be configured at run-time which greatly
enhances the interactivity of the development of the
robot application.

In order to synchronize the tasks of all the mod-
ules, each module implements a particular task model.
The model consists of five states in which a module

can occur, namely IDLE, RUNNING, PAUSED, SUCCEEDED
and FAILED. Each module can read as well as control
the state of other modules. For instance, a Reason-
ing module can send an execute message to a Re-
localization module to start this one up, and a pause
message to a Navigation module to pause its task.

8 Experiments and Results

As far emotion generation is concerned, Figure 4
show some pictures of the head with different facial
expressions. Although, an official evaluation is not
yet done, the reaction of numerous people for which
we demonstrated the robot clearly indicates that the
robot appearance is appreciated and that the six basic
emotions [10] of happiness, sadness, disgust, surprise,
fear and anger are easily recognized.

The various moving parts of the robot’s head are de-
signed for low inertia as an adequate speed of response
is considered as very important. The response speed
of the lips is sufficient for realizing lip synchronous
speech. Table 1 gives some figures of performance.

Demonstrations of the “Turn-to-speaker” behavior
for various people have indicated that this behavior
is highly appreciated: as soon as someone starts to
speak the robot automatically turns to that person
and smiles, no matter what is said. This clearly favors
the natural interaction between the robot and the user.

% Results with localization/navigation (19th Feb
test).

9 Conclusions

This paper reported the results we have obtained
during the on-going development of our domestic user-
interface robot. To realize emotional feedback we have
built a mechanical 3D head which is controlled by 17
standard RC-servo-motors. We showed pictures of this



Table 1: Reaction response of the different face components.

Component Action Needed time [sec]
Eyeball Turn left/right/up/down <0.5
Eyelid Open/close <0.1
Eyebrow Up/Down < 0.1
Mouth shape Change of shape < 0.2
Neck Head turning left /right <1
Neck Head up/down <1
Neck Head approaching/withdrawing <1

head expressing three of six basic emotional facial ex-
pressions. The robot is able to determine the position
of the user localizing the origin of any person speaking
near him. Additionally, the robot can gather infor-
mation from the ambient intelligence in which it is
assumed to operate and, in the other way around, it
can redirect user commands to this environment.

The robot can localize himself in the environment
using stereo images and the so-called appearance-
based approach. This approach is appealing for its
simplicity and due to the stereo vision less sensitive to
change in illumination. On the basis of a proper lo-
calization, navigation is performed by using two mod-
ules: a planner and a behavioral execution module.
The planner module calculates subgoal positions for
the behavioral execution module in order to prevent
getting stuck by obstacles. The Wave Front Distance
Field algorithm is used by the planner to calculate the
subgoals.

All the modules of our robot are controlled and co-
ordinated in a flexible way using a Belief Desire In-
tention architecture.

Finally, we presented our software development
framework called the Dynamic Module Library. This
framework is a state-of-the-art software tool to imple-
ment distributed robot applications. An application is
runtime configurable by means of a graphical console:
the robot application software modules can be probed,
started, stopped, removed, added, and connected to
each other on-line.

Our project represents a link between two service to
humans paradigms: service robots and ambient intel-
ligence. Hopefully, more fruitful cooperations would
emerge between these two field in the next years.
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