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Abstract

We introduce a novel approach to automatically recover
3D human pose from a single image. Most previous work
follows a pipelined approach: initially, a set of 2D features
such as edges, joints or silhouettes are detected in the im-
age, and then these observations are used to infer the 3D
pose. Solving these two problems separately may lead to er-
roneous 3D poses when the feature detector has performed
poorly. In this paper, we address this issue by jointly solv-
ing both the 2D detection and the 3D inference problems.
For this purpose, we propose a Bayesian framework that in-
tegrates a generative model based on latent variables and
discriminative 2D part detectors based on HOGs, and per-
form inference using evolutionary algorithms. Real experi-
mentation demonstrates competitive results, and the ability
of our methodology to provide accurate 2D and 3D pose
estimations even when the 2D detectors are inaccurate.

1. Introduction

Estimating the 3D human pose using a single image is a
severely under-constrained problem, because many differ-
ent body poses may have very similar image projections.
In order to disambiguate the problem, one common ap-
proach is to assume that an underlying deformation model
is available. Linear models [5] or sophisticated dimen-
sionality reduction methods have been used for this pur-
pose [13, 26, 28]. Alternatively, other techniques have fo-
cused on learning the mapping from 2D image observations
to 3D poses [16, 20, 23]. In any event, most of these gener-
ative and discriminative approaches rely on the fact that 2D
features, such as edges, silhouettes or joints may be easily
obtained from the image.

In this paper, we get rid of the strong assumption that
data association may be easily achieved, and propose a
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Figure 1: Simultaneous estimation of 2D and 3D pose.
Top left: Raw input image. Top middle: Ground truth 2D
pose (green) and the result of our approach (red). Addition-
ally, we plot a few part detectors and their corresponding
score,used to estimate 3D pose. Reddish areas represent re-
gions with highest responses. Top right: 3D view of the re-
sulting pose. Note that despite the detectors not being very
precise, our generative model allows estimating a pose very
close to the actual solution. Below we show an example of
a challenging scene with various pedestrians.

novel approach to jointly detect the 2D position and esti-
mate the 3D pose of a person from one single image ac-
quired with a calibrated but potentially moving camera. For
this purpose we formulate a Bayesian approach combining
a generative latent variable model that constrains the space
of possible 3D body poses with a HOG-based discrimina-
tive model that constrains the 2D location of the body parts.
The two models are simultaneously updated using an evo-
lutionary strategy. In this manner 3D constraints are used
to update image evidence while 2D observations are used
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Figure 2: Method overview. Our approach consists of a probabilistic generative model and a set of discriminative 2D part
detectors. Our optimization framework simultaneously solves for both the 2D and 3D pose using an evolutionary strategy. A
set of weighted samples are generated from the probabilistic generative model and are subsequently reweighted by the score
given by the 2D part detectors. This process is repeated until convergence of the method. The rightmost figure shows results
at convergence where the red shapes are the estimated poses and the green ones correspond to the ground truth.

to update the 3D pose. As shown in Fig. 1 these strong ties
make it possible to accurately detect and estimate the 3D
pose even when image evidence is very poor.

We evaluate our approach numerically on the HumanEva
dataset [22] and qualitatively on the TUD Stadtmitte se-
quence [3]. Results are competitive with the state-of-the-art
despite our relaxation of restrictions as we do not use any
2D prior and instead use directly raw detector outputs.

2. Related Work

Without using prior information, monocular 3D human
pose estimation is known to be an ill-posed problem. In
order to be disambiguated, many methods to favor the most
likely shapes have been proposed.

One of the most straightforward approaches consists of
modeling the pose deformations as linear combinations of
modes learned from training data [5]. Since linear mod-
els are prone to fail in the presence of non-linear deforma-
tions, more accurate dimensionality reduction approaches
based on spectral embedding [26], Gaussian Mixtures [11]
or Gaussian Processes [13, 28, 30] have been proposed.
However, these approaches rely on good initializations,
and therefore, they are typically used in a tracking con-
text. Other approaches follow a discriminative strategy
and use learning algorithms such as support vector ma-
chines, mixtures of experts or random forest to directly
learn the mappings from image evidence to the 3D pose
space [1, 16, 20, 23].

Most of the aforementioned solutions, though, oversim-
plify the 2D feature extraction problem, and typically rely
on background subtraction approaches or on the fact that
image evidence, such as edges or silhouettes, may be easily
obtained from an image, or even assume known 2D [18, 21].

With regard to the problem of directly predicting 2D
poses on images, we find that one of the most successful
methods is the pictorial structure model [9] (later extended

to the deformable parts model [8]), which represents objects
as a collection of parts in a deformable configuration and al-
lows for efficient inference. Modern approaches detect each
individual part using strong detectors [2, 25, 27, 29] in or-
der to obtain good 2D pose estimations. The deformable
parts model has also been extended to use 3D models for
3D viewpoint estimation of rigid objects [17].

Recently, the estimations of an off-the-shelf 2D detec-
tor [29] have already been used for 3D pose estimation
in [24]. Yet, and in contrast to the solution we propose here,
the 2D estimations are not updated while inferring the 3D
shape, and thus, the final 3D pose strongly depends on the
result of the 2D detector. The same applies for [3], which
computes 2D and 3D pose in two consecutive steps with no
feedback. In addition, this work is applied in a 3D tracking
domain where temporal constraints play an important role.

3. Joint Model for 2D and 3D Pose Estimation

Figure 2 shows an overview of our model for simultane-
ous 2D people detection and 3D pose estimation. It consists
of two main components, a 3D generative kinematic model,
which generates pose hypotheses, and a discriminative part
model, which weights the hypotheses based on image ap-
pearance. Drawing inspiration from the approach proposed
in [2] for 2D articulated shapes, we represent this model
using a Bayesian formulation.

With this purpose, we represent 3D poses as a set of N
connected parts. Let L = {l1, . . . , lN} be their 2D config-
uration with li = (ui, vi, si). (ui, vi) is the image position
of the center of the part, and si a scale parameter which will
be defined below. In addition let D = {d1, . . . ,dN} be the
set of image evidence maps, i.e., the maps for every part de-
tector at different scales and for the whole image. Assum-
ing conditional independence of the evidence maps givenL,
and that the part map di only depends on li, we have that
the likelihood of the image evidence given a specific body



configuration is:

p (D | L) =
N∏
i=1

p (di | li) . (1)

In [2], Eq. (1) is further simplified under the assumption
that the body configuration may be represented using a tree
topology. This yields an additional efficiency gain, as it in-
troduces independence constraints between branches, e.g.,
the left arm/leg does not depend on the right arm/leg. Yet,
this causes the issue of the double counting, where the same
arm/leg is considered to be both the left and right one. In [4]
this is addressed by first solving an optimal tree and after-
wards attempting to correct these artefacts using loopy be-
lief propagation. Instead of using two stages, we directly
represent our 3D model using a Directed Acyclic Graph,
which enforces anthropomorphic constraints, and helps pre-
venting the double counting problem.

LetX = {x1, . . . ,xN} be the 3D model that projects on
the 2D pose L, where xi = (xi, yi, zi) is the 3D position
of i-th part center. We write the posterior of X given the
image evidence D by:

p (X | D) ∝
N∏
i=1

(p (di | li) p (li | xi)) p (X) .

In order to handle the complexity of directly modeling
p (X), we propose approximating X trough a generative
model based on latent variables H . This allows us to finally
write the problem as:

p (X | D) ∝ p (H) p (X | H)︸ ︷︷ ︸
generative

N∏
i=1

(p (di | li) p (li | xi))︸ ︷︷ ︸
discriminative

where the discriminative and generative components be-
come clearly separated. We will next describe each of these
components.

3.1. Discriminative Detectors

Recent literature proposes two principal alternatives of
discriminative detectors: the shape context descriptors built
by applying boosting on the limbs [2], and the HOG tem-
plate matching approach [29]. For our purposes we have
found the HOG-based template matching to be more ade-
quate because it matches our joint-based 3D model better as
we can place a detector at each joint part instead of having
to infer the limb positions from the joints. In addition, the
HOG template matching yields smoother responses, which
is preferable when doing inference.

As mentioned above, each part li has an associated scale
parameter si. This parameter is used to pick a specific scale
among the evidence maps. Intuitively, if a part is far away,
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Figure 3: 2D Part Detector. We visualize the response at
different octaves for three different part detectors. We over-
lay the projection of the 3D ground truth in white to give
significance of the accuracy. The outputs are normalized
for visualization purposes, with the dark blue and bright red
areas corresponding to lower and higher responses respec-
tively. Note that while some detectors, such as the head
one in the first row, generally give good results, others do
not give good results, such as the left hand detector in the
middle row. Our approach can handle these issues by com-
bining these 2D part detectors with a generative model.

it should be evaluated by a detector at a small scale (high
resolution). We therefore approximate the scale si as:

s−1
i = α−1βzi (2)

where α is the focal length of the camera and is used for
normalization purposes. The parameter β will be learned
off-line and used during inference. Note that despite that
this parameter is constant, the scale at which each part is
evaluated is different as it depends on its zi coordinate.

Let W = {w1, . . . ,wN} be the set of templates in the
HOG space associated to each body part. These templates
are provided by [29]1. Given a body part li, its image ev-
idence di is computed by evaluating the template wi over
the entire image for a range of scales si. Fig. 3 illustrates
the response of three part detectors at different scales. By
interpreting each detector as a log-likelihood, the image ev-
idence of a configuration L can be computed as:

log p (L | D) ≈ score(L) =
N∑
i=1

kidi(ui, vi, si) , (3)

1Indeed, each of the part detectors provided by [29] are formed by
several templates and we use their maximum score for each coordinate
(u, v, s). For ease of explanation we refer to them as a single template.
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Figure 4: We use a probabilistic graphical model with latent
variablesG to represent the possible 3D human pose T from
a large set of discrete poses. Latent variables can either be
mapped to the conjoint motion of various parts or be used
as internal states containing internal structure of the pose.

where ki is a weight associated to each detector, which we
learn offline. It is meant to adapt the 2D detectors and 3D
generative model due to the fact they were trained indepen-
dently on different datasets.

Additionally, when evaluating a part detector at a point,
we consider a small window from which we use the largest
detector value in order to give additional noise tolerance to
the detector. We find this necessary as small 2D errors can
have large consequences in 3D positioning.

3.2. Latent Generative Model

Our goal is to learn a compression function:
φ(XL) : XL → H that maps points in the high di-
mensional local 3D pose space XL to a lower dimensional
space H. The local pose space consists of aligning the
coordinates X to a local reference so that they are inde-
pendent of the global position in the world and represent
only local deformation. We wish to build this compression
function so that it efficiently approximates functions of XL
by sampling H. To create the compression function we
define a latent variable model of the joint distribution of a
set of variables H ∈ H and a pose XL ∈ XL.

As a first step we map the RN×3 continuous pose
space to a discrete domain by doing vector quantization
of groups of 3D joint positions. More specifically, we
group the joints into five coarse parts: right arm (ra),
left arm (la), right leg (rl), left leg (ll) and torso+head
(th). Thus, we can map every pose to a discrete vector
T = [ra, la, rl, ll, th] ∈ K5 where ra, la, rl, ll, th are clus-
ter indexes belonging toK = {1, 2, .., k} of the correspond-
ing 3D joint positions.

We will now define a joint distribution over latent vari-
ables H ∈ H = {1, .., n} (where n is the number of latent
states), and observed variables T . The model is given by
the following generative process:

• Sample a latent state i according to p (h0)
• For all the parts associated with arm and leg posi-

tions, sample discrete locations: < ra, la, rl, ll >
and states < j, l,m, n > according to the conditional
distributions: p (hra = j, ra | i), p (hla = l, la | i),
p (hrl = m, rl | i) and p (hll = n, ll | i)
• Sample a pair of latent states: < q,w > (associated

with the positions of the upper body and lower body
joints) according to p (hu = q | hra = j, hla = l) and
p (hl = w | hrl = m,hll = n)

• Sample a discrete location th and a state r from
p
(
h(th) = r, th | hu = q, hl = w

)
Given this generative model we define the probability of

a discrete 3D position T = [ra, la, rl, ll, th] as:

p (T ) =
∑
H

p (T,H)

=
∑
H

p (h0) p (hra, ra | h0) p (hla, la | h0)

p (hrl, rl | h0) p (hll, ll | h0) p (hu | hra, hla)

p (hll, ll | h0) p (hu | hra, hla)

p (hl | hrl, hll) p (hth, th | hu, hl) .

Fig. 4 illustrates the graphical model corresponding to
this joint distribution, where the graph G specifies the de-
pendencies between the latent states. Since H is unob-
served, Expectation Maximization can be used to estimate
the model parameters from a set of training poses. Given
that G is a Directed Acyclic Graph we can compute all
required expectations efficiently with dynamic program-
ming [12]. Once we have learned the parameters of the
model we define our compression function to be:

φ(XL) = argmax
H

p
(
XL, H

)
and our decompression function to be:

φ−1(H) = argmax
XL

p
(
XL, H

)
.

Note that the decompression function is not technically
speaking the true inverse of φ(XL), clearly no such inverse
exists since φ(XL) is many to one. However, we can regard
φ−1(H) as a “probabilistic inverse” that returns the most
probable pre-image of H . Our compression function maps
points in K5 to points in H8. For example, when k=300
and n=9 we reduce the search space size from 1011 to 106.

3.3. Parameter Learning

To reduce the number of parameters we need to learn, we
take into account the symmetry within the human body, that
is, we give the same parameter values to the left and right
sides of the body. This allows us to use only 12 parameters
instead of 22. Additionally we set a restriction

∑
ki = 1 in

order to learn relative weighing and reduce the parameters
by one. This leaves a total of 12 parameters to be learnt
including the detector scale factor β.
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Figure 5: Left and center: Three negative examples used
in training. They are coloured by their discriminative score
(Eq. (3)) with darker values indicating higher scores. The
ground truth is displayed in green. Right: Representation
of the trained part weight ki as a disk with an area pro-
portional to the value. Note that part detectors which one
would assume to be most useful, such as the head, have low
values. This is caused by the mismatch between the annota-
tions used to train the 2D detectors and the 3D ground truth.

These parameters are learned by translating and rotating
random pose samples from the 3D training set and using
them as negatives such as those seen in Fig. 5. The param-
eters are optimized over the difference of the logarithm of
expectations of the score from Eq. (3):

argmax
k,β

logE
(
score(L+)

)
− logE

(
score(L−)

)
withL+ andL− being the sets of positive and negative sam-
ples respectively.

3.4. Inference
The inference problem consists of computing:

<X∗>= argmax
X

N∏
i=1

p (di | li) p (li | xi) p (X | H) p (H) .

We treat this as a global optimization problem where,
given a set of 2D detections corresponding to the different
parts from a single image, we optimize over both a rigid
transformation and the latent states. Drawing inspiration
in [15, 14], we do this using a variation of the Covariance
Matrix Adaptation Evolutionary Strategy (CMA-ES) [10],
which is a black box global optimizer that uses a Gaussian
distribution in the search space to minimize a function. In
our case we perform:

argmax
R,t,H

score
(
proj
R,t

(
φ−1 (H)

))
+log

(
p
(
φ−1 (H) , H

))
where projR,t(·) is the result of applying a rotation R, a
translation t and projecting onto the image plane. We then

States 1 2 3 4 5 6 7
UL 123 108 87 64 61 51 46
RL 123 107 84 68 77 49 49

Table 1: The influence of the number of latent states per
node on the average reconstruction error (in mm). We com-
pare the upper-lower grouping (UL) used in this paper to
a right-left grouping (RL), which can be seen to perform
roughly the same. The values used are highlighted in bold.

take X∗=Rφ−1(H∗) + t, that is, we obtain the most prob-
able XL∗ given H∗ and perform a rigid transformation to
the world coordinates to obtain X∗.

4. Experimental Results
We numerically evaluate our algorithm on the Hu-

manEva benchmark [22], which provides 3D ground truth
for various actions. In addition, we provide qualitative re-
sults on the TUD Stadmitte sequence [3], a cluttered street
sequence. For both cases, we compute the 2D observations
using the detectors from [29] trained independently on the
PARSE dataset [19]. The 3D model we use consists of 14
joints, each roughly corresponding to one of the 26 detec-
tors from [29]. Additionally, for the limbs we associate an
extra detector for a total of 22 detectors (see Fig. 5-right).
The latent generative model consists of 8 nodes with 6 la-
tent states. The effect of the number of latent states and
structure of the model is shown in Table 1.

4.1. Training

We train our 3D generative model separately for the
walking and jogging actions of the HumanEva dataset us-
ing the training sequence for subjects S1, S2 and S3. To
avoid overfitting we use part of the training sequence ex-
clusively as a validation set. The part weights ki and scale
factor β are learnt conjointly on the walking and jogging ac-
tions. The same parameters are used regardless of the action
as they primarily correspond to the 2D detectors.

4.2. Evaluation

We consider three error metrics: 2D error, 3D error and
3D pose error. The 2D error measures the mean pixel differ-
ence between the 2D projection of the estimated 3D shape,
and the ground truth. 3D error is the mean euclidean dis-
tance, in mm, with the ground truth, and the 3D pose error
is the mean euclidean distance with the ground truth after
performing a rigid alignment of the two shapes. This er-
ror is indicative of the local deformation error. We evaluate
three times on every 5 images using all three cameras and
all three subjects for both the walking and jogging actions,
for a total of 1318 unique images.

With no additional constraints our optimization frame-
work may take about 30 minutes per frame. This would



[29] Ideal Detector Our Approach
Err. 2D 2D 3D Pose 2D 3D Pose
All 21.7 11.0 106.6 51.6 19.5 237.3 55.3
C1 19.5 11.1 113.8 52.3 18.9 239.1 55.2
C2 22.9 11.1 109.7 51.2 19.6 245.8 55.4
C3 22.8 10.8 96.2 51.2 20.0 227.1 55.4
S1 21.8 10.2 96.8 63.4 19.9 277.2 69.3
S2 21.8 10.8 108.0 44.8 18.6 206.6 46.8
S3 21.6 12.3 119.0 43.7 20.1 221.4 46.6
A1 20.9 10.7 106.0 56.2 19.3 254.4 60.3
A2 22.7 11.3 107.2 46.6 19.7 219.0 50.0

Table 2: Results on the HumanEva dataset for the walking
(A1) and jogging (A2) actions with all subjects (S1,S2,S3)
and cameras (C1,C2,C3). We compare with the 2D error
obtained using the 2D model from [29], based on the same
part detectors we use. 2D, 3D and Pose Errors are defined
in the text. Ideal detector corresponds to our approach using
Gaussians with 20px covariance as 2D input instead of the
2D detections.

make the task of evaluating all 3 × 1318 images extremely
slow. To speed up the process we have provided a rough ini-
tialization to our method. First, instead of considering full
images, we crop the original images to have a 60 pixel bor-
der around the 2D projection of the 3D ground truth, which
on average is 89x288px. Note that this is a criteria which
can be easily met with current 2D body detectors.

In addition we have roughly initialized the initial 3D
pose parameters with a hyper-Gaussian distribution cen-
tered on the ground truth values for R, t and H with the
following deviations: π

4 rad on the rotation around the ver-
tical axis for R; 50 mm deviation in each Cartesian axis for
t; and 25% of the full latent variable standard deviation for
the H . Additionally, we stop the CMA-ES [10] algorithm
after 100 iterations. With these assumptions, each 3D pose
can be estimated in roughly one minute. Yet, note that while
we define the mean to be centered on the ground truth, the
CMA-ES algorithm does move in a large area of the search
space, as it performs a global and not local optimization.
This is shown in Fig. 6. The left column shows an exam-
ple of optimization process using the constraints just men-
tioned. Observe that the initial set of explored poses con-
sider very different configurations and space positions.

Table 2 summarizes the results of all experiments. We
compare our approach using both Gaussians (20 px Cov.)
and the detector outputs as inputs. We see that using ideal
detectors, even with large covariances, the absolute error is
reduced to 45% of the full approach. An interesting result
is that we outperform the 2D pose obtained by [29], using
their own part detectors. This can likely be attributed to our
joint 2D and 3D model. Nonetheless, although [29] is not
an action specific approach as we are, this is still an interest-
ing result as [17] reports performance loss in 2D localiza-
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Figure 6: Two different initialization set-ups for our op-
timization approach. The default initialization consists of
optimizing from an initial hyper-Gaussian centered around
the ground. The coarse initialization consists in estimat-
ing the 3D location based on a 2D pose estimate and using
completely random orientation and latent states for the gen-
erative model. In the situations in which the detectors are
less noisy both initializations perform roughly the same.

tion when using a 3D model. Figure 7 shows some specific
examples. As expected, performance is better when there
are fewer self-occlusions. A full sequence for the jogging
action with subject S2 is shown in Fig. 8.

We also compare our results with [3, 6, 7, 24]. This is
just meant to be an indicative result, as the different meth-
ods are trained and evaluated differently. Table 3 summa-
rizes the results using the pose error, corresponding to the
“aligned error” in [24]. The two algorithms that use tem-
poral information [3, 7] are evaluated using absolute error.
Moreover, [7] uses two cameras, while the rest of the ap-
proaches are monocular. Due to our strong kinematic model
we outperform all but [6]. Yet, in this work the 2D detection
step is relieved through background subtraction processes.

Finally, we present qualitative results on the TUD Stad-
mitte sequence [3], which represents a challenging real-
world scene with the presence of distracting clutter and oc-
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Figure 7: Sample frames from the HumanEva dataset for both the walking (A1) and jogging (A2) actions. The first three
columns correspond to successful 2D and 3D pose estimations for the three subjects (S1,S2,S3). The next two columns show
typical failures cases of our algorithm. In the fourth column we see that occasionally we suffer from depth errors, where the
3D pose is correct but its depth is not. In the last column we plot other failures, mostly caused by very large errors of the 2D
detector, due to mis-classifications or self-occlusions.

Walking (A1,C1)
S1 S2 S3

Ours 65.1 (17.4) 48.6 (29.0) 73.5 (21.4)
[24] 99.6 (42.6) 108.3 (42.3) 127.4 (24.0)
[7] 89.3 108.7 113.5
[3] - 107 (15) -
[6] 38.2 (21.4) 32.8 (23.1) 40.2 (23.2)

Jogging (A2,C1)
S1 S2 S3

Ours 74.2 (22.3) 46.6 (24.7) 32.2 (17.5)
[24] 109.2 (41.5) 93.1 (41.1) 115.8 (40.6)
[6] 42.0 (12.9) 34.7 (16.6) 46.4 (28.9)

Table 3: Comparison against state of the art approaches. We
present results for both the walking and jogging actions for
all three subjects and camera C1.

clusions. In addition, since the ground truth is unknown, no
priors on the initialization of the 3D pose were provided,
except the rough bounding boxes for each person (Fig. 6-
right). Some results can be seen in Fig. 9. Note that while
the global pose seems generally correct, there are still some
errors in the 3D pose due to the occlusions and to the fact
that the walking style in the wild is largely different from
that of the subjects of the HumanEva dataset used to train
the generative model.

5. Conclusions and Future Work
The model presented in this paper addresses the ill-posed

problem of estimating the 3D pose in single images using
a Bayesian framework. We use a combination of a strong
kinematic generative model based on latent variables with
a set of discriminative 2D part detectors to jointly estimate

both the 3D and 2D poses. The results we have obtained are
competitive with the state-of-the-art in both 2D and 3D, de-
spite having relaxed the strong assumptions of other meth-
ods. Furthermore, the Bayesian framework used is flexi-
ble enough to allow extending it further to multi-view se-
quences, temporal sequences and handle occlusions.

We believe the model we have presented in this paper is a
step forward to combining the works of 2D pose estimation
with 3D pose estimation. We have shown it is not only pos-
sible to estimate 3D poses by applying part detectors used
in 2D pose estimation, but that it is also beneficial to the
2D pose estimation itself, as the 2D deformations are being
generated by an underlying 3D model.

Future work includes handling occlusions –a weakness
of approaches based on 2D detectors–, and improving the
handling of rotations by learning a prior distribution and
incorporating it in the model. More exhaustive research on
different graphical models that can better represent human
poses and a deeper analysis of the hyper-parameters chosen
are also likely to improve the current method.
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