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Abstract

The advent of tactile sensors in robotics has sparked many ideas on how robots
can leverage direct contact measurements of their environment interactions to
improve manipulation tasks. An important line of research in this regard is that
of grasp force control, which aims to manipulate objects safely by limiting the
amount of force exerted on the object. While prior works have either hand-modeled
their force controllers, employed model-based approaches, or have not shown sim-
to-real transfer, we propose a model-free deep reinforcement learning approach
trained in simulation and then transferred to the robot without further fine-tuning.
We therefore present a simulation environment that produces realistic normal
forces, which we use to train continuous force control policies. An evaluation
in which we compare against a baseline and perform an ablation study shows
that our approach outperforms the hand-modeled baseline and that our proposed
inductive bias and domain randomization facilitate sim-to-real transfer. Code,
models, and supplementary videos are available on https://sites.google.
com/view/rl-force-ctrl

1 Introduction

The application domain of tactile sensors is as diverse as the sensing principles within the field.
Complex sensors are commonly used in more challenging, high-level tasks such as surface following
or edge prediction, which often involve deep learning methods (Zhang et al. [2020], Ding et al. [2020,
2021], Peng et al. [2018], Lach et al. [2023]) or dexterous manipulation tasks (Mao et al. [2023],
Melnik et al. [2021]). Low-level tasks like force control are commonly modeled by hand (Romano
et al. [2011], Tahara et al. [2010], Li et al. [2012], Lach et al. [2022]), while those that use learning
either rely on classical learning methods, do not investigate sim-to-real transfer, or both (Perrusquía
et al. [2019], Luo et al. [2019]). In contrast, this paper presents a deep reinforcement learning (DRL)
approach for the low-level task of grasp force control for parallel-jaw grippers with two degrees of
freedom (DoFs) with two main control objectives: I) reaching and maintaining a given goal force,
and II) minimizing object movements while closing and holding the object.

In the following, we propose a simulation environment based on MuJoCo (Todorov et al. [2012]),
where we tuned contact model parameters to match a few real-world samples. Then, we detail
our learning process based on deep reinforcement learning, where we apply domain randomization
and introduce an inductive bias to learn policies for subsequent sim-to-real transfer. Lastly, we
compare our policy to a hand-modeled force controller from Lach et al. [2022], and perform an
ablation study on some model choices. Our main contributions are: i) a training procedure based on
reinforcement learning that generalizes zero-shot to the real robot, ii) a novel simulation environment
for 2-DoF grippers with realistic fingertip forces, and iii) open-sourcing the code for the environment,
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(a) Real-life grasp (b) Simulation environment
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(c) Schematic overview

Figure 1: Overview of the grasping scenario we consider in real life and simulation.

all methods and their evaluation and CAD models of the sensorized gripper. To the best of our
knowledge, this is the first paper proposing a tactile-based continuous grasp force controller learned
with DRL which was transferred to the real robot without further refinement.

2 Related Work

Grasp Force Control In their review of human grasping, Johansson and Flanagan [2009] highlight the
importance of tactile sensations, and divide the human grasping sequence into distinct phases, where
tactile events often mark phase transitions. Many works from the robotics community presenting
hand-modeled gripper controllers modeled their controllers accordingly (Romano et al. [2011], Lach
et al. [2022], Hsiao et al. [2010], Patel et al. [2018]). In our work, we adapt this scheme through the
inductive bias we apply to our policy actions. Learning grasp force control has also become popular
in recent years. In Merzic et al. [2018], the authors learn a grasping policy that controls forces on
rigid objects in simulation, while Wu et al. [2019] focuses on increasing grasp success using tactile
feedback. Others have learned to control grasping forces for more complex tasks like door opening
(Kang et al. [2023]), high-precision assembly tasks (Luo et al. [2019]), or surface tracking (Zhang
et al. [2020]). Although these works learn force control behaviors, none of them investigate the
potential of learning them in simulation and transferring them to the real robot afterward.

Sim-to-real transfer Sim-to-real transfer is widely used in robotics (Zhao et al. [2020], Ju et al.
[2022]) to avoid the time-consuming and labor-intensive task of real-world data collection. In
the domain of optical tactile sensors, Church and Lloyd [2021] and Lin et al. [2022] presented
Tactile Gym, a simulation environment containing the TacTip (Ward-Cherrier et al. [2018]), DIGIT
(Lambeta et al. [2020]) and DigiTac (Lepora et al. [2022]) sensors, and propose a domain adaptation
approach by training adversarial networks on real-world data to generate tactile feedback in simulation.
Approaches based on Finite Element Methods (FEM), are capable of generating accurate simulation
data of complex tactile sensors by simulating their deformation (Narang et al. [2021a,b], Sferrazza
and D’Andrea [2019], Sferrazza et al. [2020], Sferrazza and D’Andrea [2021]. Due to their high
computational cost, FEM is typically not well-suited for data-driven approaches like DRL, unless
some simplifying assumptions can be made (Bi et al. [2021]). In contrast to these studies, we
focus on low-level force control tasks that solely require force measurements as inputs. Ding et al.
[2021] use MuJoCo to simulate a self-made tactile sensor array to open up a cabin door. They again
employ domain randomization for transferring the policy, but note that they binarized the sensor
readings due to the low sensitivity of the built-in MuJoCo touch sensor. Although Akkaya et al.
[2019] also mentions a potential lack of realism in simulated continuous force measurements, we
find that continuous force control policies can indeed be learned in MuJoCo and then be successfully
transferred to the real world without fine-tuning.

3 Force Control Simulation

To train force control policies, we first modeled TIAGo’s 2-DoF parallel jaw gripper in MuJoCo with
one tactile sensor per finger and an object of variable softness. The control frequency was set to 25Hz
to match that of a real TIAGo. At each simulation step t, the environment executes qdes

i = qi + ui,
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Figure 2: Evaluation of our method in simulation (left) and on real-world objects (right).

where ui = ∆qdes
i is the control signal given by a policy or user. It refers to the desired position delta,

which is then added to the joint’s current position and forwarded to the controllers.

Fig. 1c shows a schematic overview of the grasping scenario including all parameters required to
define it. The gripper is depicted in its fully open state (qi = qmax

i = 0.045), with an object located
between the fingers somewhere on the grasping axis. W and O refer to the world and object frames,
dp the maximum object deformation, oy the object displacement, and wo to the object width, where
the two latter parameters are sampled upon episode initialization.

Next, we tune the simulation actuators and force sensors to be similar to the behavior of the real
robot. We also identify parameter ranges in which the simulation behaves realistic, yet different
from our robot, so that our domain randomization will be highly diverse but not unrealistic. To this
end, we perform several grasps on the real robot, where we command different ∆q (since TIAGo
is position-controlled), which remain constant for each trial. We then record the joint and force
trajectories, repeat the experiments in simulation, and then tune the simulation parameters to match
the real-world trajectories. We use MuJoCo’s solver impedance parameter width to model ∂f

∂q ,
depending on the object stiffness, and introduce a scaling parameter fα that is multiplied with the
simulation force to model lower forces for softer objects at the same position deltas. In order to avoid
unrealistic parameter combinations, e.g. soft objects with high fα, we introduce κ ∈ [0, 1], which we
use to interpolate on the intervals of width ∈ [0.003, 0.01] and fα ∈ [0.5, 5]. Lastly, we found that
the actuator bias parameter b2 ∈ [−13,−6] generates realistic motor behavior.

4 Learning Methods

As the task of force control is a sequential decision-making problem, we can model it as a Markov
Decision Process (MDP), allowing us to solve the problem using RL algorithms. The agent receives
the following observation at each time step o(t) = (qi, fi,∆fi, ai(t− 1), hi)

T , where subscript i
indicates that the observation is given for all joints i, ∆fi = f goal − fi refers to the difference of the
current force to the goal force, ai the last action taken by the agent, and hi being the had_contact
flag, which switches from 0 to 1 upon contact acquisition and stays 1 even if contact is lost afterward.
We add gaussian noise to the joint position and fingertip force and stack the observation k = 3 times.
The action space is simply a two-vector with one desired position per finger (aleft, aright)

T , where
ai = ∆qdes

i refers to an individual action for joint i. Each ai is first clipped to lie within [−1, 1] and
then multiplied with ∆qmax, effectively denormalizing ai. Additionally, we define a contact-state
dependent inductive bias ϕi that acts as a scaling factor for the individual actions at each time step,
yielding a′i = ϕi ai. Thereby, our policy imitates the human grasping phases from Johansson and
Flanagan [2009] and is safer to execute on the real robot as erratic joint movements are less likely.

Our reward function contains three terms, one for each controller objective and another one to foster a
smooth control behavior. We give a continuous reward that is highest when ∆f = 0, a sparse reward
that penalizes object movements with -1, and we additionally penalize the difference between the last
and current action. Finally, all individual rewards are weighted and a single, scalar reward is computed
per time step. The heavy movement penalty will be given frequently during the early, exploratory
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Table 1: Real-world experimental results for six household objects. Our method πIB performs strongest, closely
followed by the baseline. The ablated policies showed weaker sim-to-real transfer.

Model Metric Rubber Mat Sponge Spray Pringles Wood Mug Average

Baseline
Reward

Obj.Mov.
92 ± 15
1.6 ± 0.8

96 ± 14
3.1 ± 2.1

114 ± 5
1.9 ± 0.6

118 ± 7
0.9 ± 0.4

108 ± 7
1.0 ± 0.9

115 ± 10
-

107 ± 10
1.7 ± 0.9

πIB Reward
Obj.Mov.

96 ± 15
1.5 ± 0.8

103 ± 7
3.2 ± 1.4

109 ± 17
1.8 ± 0.8

115 ± 16
1.2 ± 0.6

105 ± 15
0.7 ± 0.7

120 ± 10
-

109 ± 13
1.7 ± 0.9

πNO-IB Reward
Obj.Mov.

77 ± 10
2.8 ± 1.4

74 ± 26
4.0 ± 0.9

88 ± 33
2.4 ± 0.7

98 ± 34
1.9 ± 0.6

101 ± 16
1.7 ± 0.4

106 ± 17
-

89 ± 23
2.6 ± 0.8

πNO-RAND Reward
Obj.Mov.

82 ± 12
2.6 ± 1.6

97 ± 15
3.6 ± 1.3

57 ± 37
2.6 ± 0.9

53 ± 39
1.7 ± 0.7

49 ± 33
1.8 ± 0.9

40 ± 41
-

66 ± 30
2.5 ± 1.1

phase of training. Therefore, we employ a learning curriculum that increases the penalty weight and
amount of domain randomization during training, thereby increasing environment complexity.

5 Experimental Evaluation

For the experiments, we use Proximal Policy Optimization (PPO) from Schulman et al. [2017] to
train the grasping policies. We first evaluate our proposed method in simulation, and then apply the
policies to the real robot and compare them in terms of force reward and object movements. We
compare our policy with inductive bias πIB to a Python implementation of the grasp force controller
presented in Lach et al. [2022], a policy πNO-IB trained without the inductive bias, and a policy
πNO-RAND trained with neither inductive bias nor domain randomization. We evaluated both models
on 11 stiffness values κ (spaced out evenly in [0, 1], including interval borders) for 200 simulation
trials each, summing up to 2200 trials per model and 8800 trials in total. Note, that during these trials
all other environment parameters except κ were randomly sampled for each trial. Fig. 2a shows a box
plot of cumulative episode rewards for each model at each value for κ. It shows that all models using
domain randomization can successfully control grasping forces while minimizing object movements.
πNO-RAND however performed significantly worse, even on κ = 0.5 which it was trained on since
actuator parameters were varied during evaluation while they were fixed during training.

To assess whether our policies are general enough to be transferred to the real robot, we evaluate
them on TIAGo using six test objects of varying stiffness (see Fig. 2b), performing 20 grasping trials
per object and method, yielding 6 × 4 × 20 = 480 trials in total. In each trial, the object is offset
to one finger, and the total object displacement is measured afterward as we did not have access to
object velocity measurements. The force reward was calculated identically to the simulation, but
since the object velocity is not included, the rewards between real and simulation are not directly
comparable. Table 1 shows the results of the real-world evaluation, where πIB shows the strongest
overall performance, slightly outperforming the baseline. πNO-IB and πNO-RAND both exhibit larger
object movements, showing the importance of the inductive bias. πNO-RAND performed poorly in
terms of reward, which shows that domain randomization is a crucial component for sim-to-real
transfer. The evaluation clearly shows that domain randomization is crucial for successful zero-shot
policy transfer, and that domain knowledge in the form of inductive biases further facilitates the
transfer. Our proposed simulation environment has shown to generate realistic forces, such that the
transfer was possible for continuous control policies.

6 Conclusion

In this work, we presented a DRL method to train grasp force controllers for 2-DoF grippers in
simulation and subsequently transfer them to the real robot without fine-tuning. We proposed a novel
simulation environment that generates realistic grasp forces, which we used to train our policies. To
strengthen the transfer performance, we proposed to use an inductive bias and domain randomization.
An extensive real-world evaluation has shown that our method can successfully grasp objects of
highly varying stiffnesses while minimizing object movements during the grasp. Conclusively, our
results show that continuous force control policies can be learned end-to-end is simulation and slightly
outperform hand-modeled controllers on real robots. An interesting direction for future work is the
integration of grasp force control in more complex tasks for which DRL methods are used.
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Appendix

Force Control Simulation

The following three constraints are imposed on the sampling of the environment parameters from
Fig. 1c:

|oy|+ ro < qmax (1)
ro − dp > |oy| (2)

dp < ro (3)

where ro = 1
2wo is the object radius. The joints are controlled by

qdes
i = qi + ui (4)

at each simulation step t, where ui = ∆qdes
i is the control signal the policy or a user passes to

the environment. Using position deltas instead of positions directly has several advantages for the
learning process. First, the action space is symmetric and centered around zero with known bounds,
making it easy to normalize while satisfying assumptions some RL algorithms make about the action
space. Second, by constraining the control signals with |ui| ≤ ∆qmax, the maximum joint velocity
is bounded and prevents the policy from executing erratic and potentially dangerous movements.
Choosing ∆qmax is straightforward by executing different gripper closing trials with increasing values
for ∆qmax and setting it to the value resulting in the highest velocity within safety limits. In all
experiments, we set ∆qmax = 0.003.

After defining the control, we tuned the actuators in MuJoCo to match the behavior of TIAGo. First,
gainprm and ctrlrange were set to [0.0, 0.045] and [100, 0, 0] to mimic the real joint actuation range
[0, 0.045], which reflects the desired finger position in centimeters (see Fig. 1c). Then, the third
parameter of biasprm, b2, was tuned to match the finger’s closing velocity and acceleration. In
order to find a range of realistic values for b2, we executed power grasps with the real robot and
in simulation, and then manually tuned b2 until the joint trajectories matched. We found b2 = −9
to mirror the real behavior best, and b2 ∈ [−13,−6] to result in realistic actuator behavior for our
domain randomization, which is shown in Fig. 3a.

After identifying realistic actuator parameters, the contact forces need to be modeled to imitate
real-world objects as well. In MuJoCo, the softness of contact constraints can be changed with the
solimp parameters, which allow more object penetration, resulting in different ∂f

∂q . We set solimp’s
first parameters, dmin = 0 to allow constraints to be maximally soft and use its width parameter,
which we refer to as ρ, to vary the constraint softness for each trial.

In order to find a range of realistic values for ρ, we executed real-life grasping trials on a soft and a
rigid object (Sponge and Wood from Fig. 2b). Then, we conducted the same experiment in simulation,
compared ∂f

∂q for both experiments, and tuned ρ until the changes in force w.r.t. the joint position
matched the real-world trials for both objects. Fig. 3b shows force trajectories for the determined
interval ρ ∈ [0.003, 0.01].
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(a) Variation of b2, changing finger
velocity

0 5 10 15 20 25 30

t

0.1

0.2

0.3

0.4

f

ρ = 0.0065

ρ ∈ {0.003, 0.01}

(b) Variation of ρ, changing ∂f
∂q

0 5 10 15 20 25 30

t

0.2

0.4

0.6

0.8

1.0

f

κ = 0.5

κ ∈ {0, 1}

(c) Variation of κ, changing ∂f
∂q

and
f(T )

Figure 3: Results from the real-world grasping trials conducted to determine realistic simulation parameters.
Each plot shows the effect of varying one of the parameters discussed in Sec. 3, where b2 changes actuator
behavior and κ affects the forces by changing ρ and fα.
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Figure 4: Comparison of final forces f(T ) of Sponge and Wood for grasps with different ∆qdes. The regression
slopes are 278 and 330.

Note, that changing the constraint stiffness ρ results in different ∂f
∂q , but not in different final forces.

In reality, however, the force exerted on a stiff object is higher than one exerted on a soft object for
the same ∆qdes. To also model this behavior, we introduced a force scaling factor fα, such that stiffer
objects generate higher forces more quickly, and softer objects slower. We conducted another set of
grasping trials on the same objects, where a small, constant ∆qdes was commanded to both fingers
and after the object was being held for a short amount of time, the final force f(T ) was noted. The
gripper was then opened again, ∆qdes increased by 3× 10−4 and the experiment repeated until ∆qdes

= ∆qmax. Then, we repeated the same experiment in simulation and regressed f(T ) to ∆qdes for both
experiments. The experiment data from the robot trials are shown in Fig. 4. fα is then the factor
needed to match the regression slope of the simulation experiments with that of the real robot. This
way, we determined fα ∈ [0.5, 5].

Lastly, to determine both values for ρ and fα, we define a unified stiffness factor κ ∈ [0, 1] which
we use to interpolate within their respective intervals. This way, we prevent unrealistic object
configurations, e.g. a soft object with a high fα.

Learning Methods

The had_contact flag is defined as:

ci(t) =

{
1 if fi(t) > fθ
0 otherwise

(5)

hi(t) = ci(t) ∨ hi(t− 1) (6)

where ci(t) indicates whether a finger is considered to be in contact with the object at time t by
comparing the current force to a noise threshold fθ, and hi(0) = 0. hi is 1 once ci was 1 before
within the episode, even if the finger lost contact again (ci = 0). We provide this flag to avoid having
a recurrent policy (since they can be difficult to train) or a long history of observations. We add
gaussian noise to the joint position and fingertip force with σq = 0.000027 and σf = 0.013 and stack
the observation k = 3 times for the policy to have access to a short history of position and force
deltas so that it can estimate the object stiffness.

Additionally, we define a contact-state dependent inductive bias:

ϕi =


max(0.9, 1− |∆fi|

f goal ) if hi = hj = 1

0.1 if hi = 1 ∧ hi ̸= hj

1 else
(7)

which mimics the human grasping phases Johansson and Flanagan [2009] and is commonly used in
other controllers (Romano et al. [2011], Lach et al. [2022]).
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Initial Final
α2 0 1.0
ȯmax
y 2× 10−4 5× 10−5

Wo [0.020, 0.025] [0.015, 0.035]
Oy [0.0, 0.0] [−0.040, 0.040]

Table 2: Annealed parameters with their initial and final values.

Our reward function mainly reflects the two controller objectives and adds a third term for smoother
control. We propose the following individual reward terms:

rforce = 1− tanh

(∑
i

|∆fi|
)

(8)

robj =

{−1 if ȯy > ȯmax
y

0 otherwise
(9)

ract = −
∑
i

|ai(t− 1)− ai(t)| (10)

The term rforce reflects the first control objective in the reward function, namely to reach and maintain
the target force. tanh normalizes the force delta in [0, 1] and subtracting it from 1 yields the highest
reward if

∑
∆fi = 0. robj expresses the second controller objective as a reward function by

penalizing object movements with a sparse reward of -1 upon constraint violation. In equation 9, ȯy
refers to the current object velocity and ȯmax

y to the object velocity threshold. ȯy has shown to always
be noisy during finger contact, hence we use the threshold ȯmax

y = 0.00005. The third reward term,
ract, penalizes high changes in policy actions at consecutive time steps to encourage a smooth control
behavior. Other, more involved procedures have been proposed before (Mysore et al. [2021]), but for
our purposes this simple constraint has shown to be sufficient. Finally, the total reward per time step
is defined as

r = α1r
force + α2r

obj + α3r
act (11)

Our reward function as it is given in equation 11 poses a difficult problem for learning control
policies: during exploration, it is highly likely that a random agent will push the object with one
finger before it learns to control the grasping force precisely. As a result, the policy will converge
to local minima where it avoids contact with the object since it will receive a large negative reward
from robj before being rewarded by rforce. We, therefore, employ a learning curriculum, a common
approach to gradually increase the task complexity over the course of training by annealing certain
environment parameters (Narvekar and Stone [2018], Narvekar [2020]).

The parameters controlling the likelihood of these high negative rewards are α2, the scaling factor
for robj, the range of possible object displacements Oy, the range of object radii Wo, and the object
velocity threshold ȯmax

y . For the scalar parameter α2 and ȯmax
y , a starting value and a final value are

defined. During training, the parameters are linearly interpolated at each time step from their initial
value at t = 0 until they reach their final value at t = send, where send is a hyperparameter. For the
intervals Oy and Wo, the initial and final interval borders are given. During the annealing phase, both
borders are also linearly interpolated from their respective initial to their final values. All annealed
parameters and their initial and final values are shown in Table 2.
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