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A B S T R A C T   

Along with its potential contributions to the practice of care, social assistive robotics raises significant ethical 
issues. The growing development of this technoscientific field of intelligent robotics has thus triggered a wide
spread proliferation of ethical attention towards its disruptive potential. However, the current landscape of 
ethical debate is fragmented and conceptually disordered, endangering ethics’ practical strength for normatively 
addressing these challenges. This paper presents a critical literature review of the ethical issues of social assistive 
robotics, which provides a comprehensive and intelligible overview of the current ethical approach to this 
technoscientific field. On the one hand, ethical issues have been identified, quantitatively analyzed and cate
gorized in three main thematic groups. Namely: Well-being, Care, and Justice. On the other hand –and on the 
basis of some significant disclosed tendencies of the current approach–, future lines of research and issues 
regarding the enrichment of the ethical gaze on social assistive robotics have been identified and outlined.   

1. Introduction 

Plausibly, the branch of social robotics devoted to the development 
of assistive robots is the one that most clearly embodies the European 
ideal of an intelligent technology at the service of humans’ well-being 
[1]. Indeed, engineering artificial intelligence (AI) tools for coping 
with the ontological condition of human vulnerability seems to be the 
highest exponent of a human-centric technology model aimed at prior
itizing the empowerment of individuals for a higher quality of life. 

This field is commonly known as “socially assistive robotics” (SAR). 
In general terms, it is focused on providing artificial intelligent robotic 
systems for aiding end-users with (physical or cognitive) special needs1 

in their daily activities [2]. These vulnerable subjects include elderly 
adults, individuals with dementia, children with autistic spectrum dis
orders, convalescent patients, and people with other kinds of functional 
diversity needs. This places SAR as a technoscientific field generally 
aimed at contributing to the practice of care [3]. Specifically, socially 
assistive robots (SARs) are designed to support tasks in a broad range of 
care activities –like healthcare, physical and cognitive rehabilitation or 
therapy, domestic daily life and special education– and thus to be used 
in different settings –hospitals, elder-care facilities, homes and schools–. 

However, its defining particularity does not only lie in the type of tasks 
that they undertake (which are ultimately related to assistance2). It also 
consists in the way in which they carry them out: by means of socially 
interacting with humans –in virtue of which they can assume roles as 
coaching, motivating or providing company in ecosystems of care–. This 
is why SARs tend to be taxonomically understood as an intersection set 
between assistive robots, focused on assistive functions, and socially 
interactive robots, intended to interact with the human in a social way 
[4]. 

Despite the fact that “socially assistive robotics” has become the 
prevailing terminology, there are sound reasons to designate this field in 
broader terms as “social assistive robotics”. First, the former label may 
not be inclusive enough [5]: according to its original meaning [4], it 
leaves out the class of robots that, even if assisting through social 
interaction, may also involve some form of physical contact with users.3 

Second, the term “socially” is tautological, insofar as the so-called “so
cially assistive robots” are a subset of social robots. By definition, a so
cial robot is an artificial intelligent entity (humanoid or other) that 
interacts in an “interpersonal manner” to achieve the predefined and 
domain-specific goals of the practical context in which it serves [6]. 
Thus, the concept of “social assistive robotics/robot” is comprehensive 
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enough with the main acceptation that the term “socially” originally 
meant to stress about these intelligent systems: the act of assisting, 
primarily, through social (rather than physical) interaction. Therefore, 
we will employ the concept of “social assistive robotics” to refer to the 
branch of social robotics focused on assistance and “social assistive ro
bots” to designate its products,4 alongside the widespread acronym SAR 
and SARs, respectively. 

So far, the primary domains where SAR research is being applied 
belong to the healthcare field [7]. SAR mostly supports tasks aimed at 
helping vulnerable people in processes of restoration or health mainte
nance. Such tendency is in line with the European interest in healthcare 
as a major application area for robotics, AI, and digitalization devel
opment [8,9]. Although SARs’ widespread implementation is (still) far 
from being a reality, significant European research initiatives [10] and 
pilot projects already being launched evince institutional prospects to 
incorporate these technologies within (healthcare) assistive contexts. An 
example of this is Barcelona’s City Council pilot project to improve the 
quality of life of senior citizens through SARs [11]. This European goal 
can be explained as a response to the increasing populations with special 
needs [12]; a challenging phenomenon to a great extent due to the in
crease of ageing populations worldwide [13], for which SARs are seen as 
a promising technological solution [9,14]. Indeed, aged care is 
becoming a SARs’ central domain of application [15], which is why 
current ethical reflection on these intelligent robots focuses predomi
nantly on their use in the context of elderly care. 

In spite of its expectable significant contributions to care practice, 
SAR raises a considerable number of ethical challenges, given its 
disruptive potential for the organization (and conception) of our com
munity life. Therefore, alongside its development, SAR is becoming a 
focus of growing ethical attention [15], already constituting a distinc
tive area of reflection within Roboethics [16]. Nevertheless, despite the 
widespread proliferation of ethical discussion on SAR, it is difficult to 
obtain a clear and comprehensive overview of the current debate. There 
is no way to straightforwardly get a complete outlook of the different 
ethical issues addressed in academic literature, nor to make outright 
sense of this fragmented ethical landscape –that is, to get an intelligible 
global picture of the concerns responding to some conceptual order. 

There are several reasons behind the tangled ethical approach to 
SAR:  

(1) Ethical reflection is dispersed throughout a heterogeneous body 
of literature. In part, this has to do with the inherent complexities 
of social robotics as an object of ethical reflection [17]. For 
instance, the diversity of spheres of action involved in this tech
noscientific field implies the existence of multiple roots for SAR 
ethical issues, which may differ according to each developmental 
stage. Likewise, since the instrumental character of social ro
botics requires the contextualization of ethical reflection in the 
specific field of technological application, it fosters a diversifi
cation of the total body of SAR identifiable ethical issues into 
literature that concerns itself with different practical fields of 

assistance. In line with the current development trend, ethical 
reflection on SARs is mostly developed in healthcare robotics 
literature [18].  

(2) There is a generalized terminological ambiguity regarding SARs, 
since they are very often designated with other concepts such as 
“care”, “medical”, or just “social robots” [19,20]. Even if used 
interchangeably, these terms have relevant connotative differ
ences, so this tendency hinders mapping the specific ethical issues 
of SAR.  

(3) A general and thorough synthesis of SAR ethical issues so far 
addressed in literature is still lacking. Even though a valuable 
systematic review of ethics literature on SAR has been already 
conducted [21], it is narrow in terms of considered publications 
(fully elaborated argument-based literature), end-users (the 
elderly), and technological development stage (use). 

This current scenario of the ethical debate on SAR is certainly 
problematic, since it may devalue the practical strength of ethics and its 
relevance for the normative guidance of technology’s disruptive force 
already from the early and throughout all different stages of develop
ment.5 To engage in a (much needed) fruitful and inclusive ethical 
dialogue [22] for the legitimate reconfiguration of human activity 
through SAR developments, it is necessary to start by putting in com
mon, conceptually ordering and analyzing the ethical issues arguably 
associated with this branch of social robotics. Besides, having a whole 
understandable picture of the different ethical issues can foster the 
identification of potential future lines of research on SAR for human 
well-being. 

To address this need, we conducted a literature review of SAR ethical 
issues, which had a twofold goal. On the one hand, to identify and 
analyze the different existing ethical concerns on SAR, in order to obtain 
an informed knowledge of the current landscape of scholar ethical 
reflection on this field of robotics. Thus, our first objective was to get a 
comprehensive view of the state of the art of ethical thinking on SAR, by 
seeking to answer two main questions: which are the ethical issues 
generally associated with SAR, and which of these are the most 
frequently addressed ones? 

On the other hand, and on the basis of the detected tendencies in the 
academic ethical debate, the second goal was to identify and outline 
some lines of thought and issues that need to be developed further in 
future research to deepen and complete the ethical approach to SAR. 
Accordingly, we structured our research in two main stages: an exten
sive descriptive one –for which a quantitative and qualitative analysis 
was undertaken– and a germinal critical-reflective one devoted to 
assessing the literature review’s results and sketching future directions 
for enriching ethical reflection on SAR. 

2. Methodology 

To identify and examine the main ethical issues associated with SAR, 
we conducted a literature review through the international biblio
graphic database of scientific journals Scopus6 in July 2020. We focused 

4 A remark on the object of our review is here in order. Although some 
conversational AI-based systems which are already in the market, such as 
Amazon Alexa or Google Home, could develop some assistive tasks close to 
those of SARs, there are at least two significant differences between both kinds 
of artifacts that make it necessary to draw a distinction between them and grant 
a specific ethical attention to the latter, as done in this work. First, the 
embodiment of AI in a robotic entity entails an artificial agency whose ability to 
perform tasks within the physical world raises specific ethical challenges be
sides those posed by virtual conversational agents. Second, and more impor
tantly, whereas the purpose of an AI conversational software product such as 
Amazon Alexa or Google Home can be defined by its user, SARs are conceived 
for and implemented within a practical context with its own (accepted and 
objective) ends. This requires of a very particular kind of ethical reflection, 
namely an exercise of applied ethics. 

5 The accelerated pace of technological development makes it highly 
important to foster not (only) a post-facto ethical reflection –thus focused on 
already designed products and its use–, but a proactive ethics instead [92], 
engaged in all the different levels of the process and committed to key questions 
arising from the very same moment of conception, such as the teleological ones 
(why and what for). Whereas the former kind of ethical thinking would foster 
narrowing ethics to an exercise of impact assessment, the latter is crucial for the 
so-called Responsible Research and Innovation [18], and it is an indispensable 
element for the recently advocated “positive ethics” [93].  

6 Although the informational source of this literature review is limited to 
Scopus, this database is one of the major and most comprehensive ones [94]. 
This is why we consider our findings to be broad and representative enough for 
an overview of the current state of ethical scholarly thinking on SAR. 
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exclusively on scholarly publications with the intent of offering an 
outlook on a well-supported ethical discussion in which concerns are 
grounded on up-to-date knowledge. 

The bibliographical search was carried out through the following 
four terminological entries: (1) “ethics” AND “assistive robot*“, (2) 
“ethics” AND “care robot*“, (3) “ethics” AND “social robot*“, (4) 
“ethics” AND “human-robot interaction”. The reason for this search was 
to broaden the scope of possible publications setting out the ethical is
sues of SAR, given the intersection of concepts that define the latter. 
First, “social assistive robot*” constitutes a searching subset of “assistive 
robot*“, so the latter offers a richer literature niche regarding our aims. 
Second, given that “assistance” falls under the umbrella of “care prac
tice” and that both terms are usually used in an overlapping sense in the 
academic literature on robotics, “care robot*” was a necessary search for 
the review’s exhaustiveness. Third, as SAR constitutes a subset of social 
robotics, an entry regarding this broader field was appropriate. Lastly, 
SARs’ distinctive feature is to support an assistive-related task through 
social interaction, which may have specific ethical implications that are 
not to be found in other assistive technologies. 

The review process of this literature search (see Fig. 1), data 
extraction, and quantification of ethical issues was completed through 
five steps. 

First, for each one of the four searches’ outcomes, we started by an 
initial screening of the publications’ titles and abstracts in order to select 
and compile eligible literature for later full-text reading. Our preselec
tion criterion was based on the fact that such sections had to indicate 
some consideration for the ethical implications of technology within the 
papers’ content. To reach a broad overview on SAR ethical issues, the 
specific kind of SARs on which publications (might have) focused was 
not an exclusion criterion. Since social robotics is a quite recent tech
noscientific field of intelligent robotics [23], we did not apply any 
restrictive criterion regarding the publication period of potential papers, 
which oscillated, at the most, between 2004 and the first half of the year 
2020. Only publications written in English were considered. 

Secondly, we proceeded to a full-text reading of the preselected 
publications to carry out a double task: to refine the selection of relevant 
papers that fitted our research goal, and second, to inductively identify 
any ethical problems brought up by each of them and extract this in
formation into a table. 

Regarding the screening process by full-text reading, the applied 
inclusion criterion was that publications had to (1) address ethical is
sues7 (2) related to social (assistive) robotics (3) with an indirect focus on 
healthcare. We interpreted the first requirement in a non-restrictive 
sense, meaning that the mere mention or reference to ethical issues 
was a criterion for inclusion. Thus, we did not limit the definitive se
lection of publications exclusively to papers that argumentatively 
engaged in ethical matters, exposing and arguing for a particular stance 
thereby. An enumeration or overview of ethical issues was also taken as 
a reason for inclusion. The second requirement responded to the fact 
that the object of ethical study is, taxonomically speaking, an intersec
tion set. Thence, challenges may arise from the different aspects 
involved. The source of SAR ethical issues is a ramified one, rooted in the 
assistive dimension (and its conceptually related practice of care) and 
the robots’ interactive functioning. We dismissed papers that explicitly 

excluded consideration to social robots (exclusion criterion 1), but not 
those focused on generic groups potentially involving them (as “assis
tive” or “care robots”). The reason for the third requirement is that we 
aimed at identifying a broad scope of ethical issues regarding SAR. 
Therefore, we did not want to narrowly restrict the search to a specific 
practical context of SARs’ application (aged care, nursing care, mental 
or physical therapeutic care); nor to limit the end-users of the assistive 
practice to a particular profile of vulnerable individuals. However, since 
ethical reflection on technology requires a contextualized approach, we 
opted to select the major field of healthcare as the broad indirect focus of 
our search, that is, as the main field of assistance. By “indirect”, we mean 
that even if we did not explicitly restrict the search to this field of 
application –thereby including papers that were unspecific about the 
practical context of assistance, and thus having a general focus on social 
settings–, we excluded publications explicitly centered on a field of 
application other than healthcare, like education (exclusion criterion 2). 
Our choice is consistent with the current research trends and expecta
tions on SAR for healthcare, which makes it urgent to reflect on this 
matter ethically. 

Papers dealing with research ethics were excluded (exclusion crite
rion 3), except those including reflection on other stages of activity 
regarding social (assistive) robotics. We limited the “snowball method” 
to an occasional use, specifically for papers where the ethical issues 
being introduced were directly enumerated from a secondary document 
included in their bibliography. For the data extraction in the table, du
plicates were removed. 

Thirdly, from the table of ethical issues relative to each selected 
publication, we proceeded to make a comprehensive index of all the 
different ethical concerns raised in the reviewed academic literature. 
Although most shared worries were exposed in the same or similar 
terms, we had to undertake a basic categorization to obtain a final list 
that was inclusive without overlapping implied connotations. 

Fourthly, we compiled the indexed ethical issues on a spreadsheet 
alongside the corpus of selected publications (classified in four different 
subgroups according to their relative terminological search). This 
allowed us to use the index as an analytic tool for a second full-text 
reading of the papers. Through this, we re-identified the ethical issues 
they introduced, and marked them in the spreadsheet. 

Lastly, each “SAR-associated” ethical issue was numerically quanti
fied for the total corpus of the selected publications. To obtain an 
intelligible overall picture of the current landscape of ethical concerns 
on SAR, we categorized the identified issues in three thematic groups: 
Well-being, Care, and Justice. To that effect, we undertook a conceptual 
analysis on the content of the exposed issues. 

3. Results 

In our literature review, 56 publications were included for data 
extraction (Table 1), through which we identified a total of 26 ethical 
issues currently associated with SAR. These issues were very heteroge
neous. Thus, for the quantitative analysis to be truly illustrative of the 
ethical debate on SAR, it had to be complemented with a categorization 
of the compiled concerns. 

The heterogeneity of ethical issues has to do with the variety of an
gles from which it can be critically reflected upon SAR. These giving rise 
to different types of concerns. Some of these angles configuring the 
ethical approach to SAR are the following: (1) ethical perspective [21]; 
(2) ontological assumptions –whether the focus is on the robot as an 
object or a “subject”–; (3) source of concerns –robot’s particularities 
from which ethical problems arise, regarding both its technical elements 
(cameras, sensors, mobility, …) and functionalities or roles (specific 
tasks, social interactivity, autonomous decision-making, …)–; (4) con
textualization of ethical reflection –whether reflection is led by ethical 
criteria belonging to a sole context (for instance: bioethical principles, 
happiness, or trust regarding the fields of healthcare, domestic life or 
institutions where technology is introduced), or to an intersection of 

7 The notions of ethical issues/challenges/concerns/problems/conflicts are 
indistinctively used in the current landscape of normative-oriented reflection on 
SAR. Here, we will embrace them all as synonyms under the broad concept of 
“ethical issues”. However, we consider important to caution against the indis
criminate use of the notion “dilemma”, which is also quite frequent in the ethics 
literature on SAR. Connotatively, this is a very limited word: it is too dualistic, 
since it captures an ethical issue in polarized terms. Not only is this an unusual 
form in which ethical challenges arise, but, most importantly, approaching 
reflection on SAR in these terms may impoverish the ethical scope of meaning 
of the issues at hand and the quality of our normative reflection regarding them. 
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contexts instead–; (5) stage of technological development –design, 
research, implementation or use. 

We categorized the ethical issues in three thematic groups, which we 
have labeled as Well-being, Care, and Justice according to the ethical 
dimension of human life to which these are (allegedly) linked: individ
ual, practice-related, and sociopolitical, respectively. That is, we clas
sified them depending on the sphere of human life that is considered as 
the primary focus of SAR implications. For this classification, we 
remained faithful to the literature’s underlying viewpoint, arranging the 
ethical issues in these groups according to how they are understood in 
the literature. This does not mean that these perspectives should not be 
further critically discussed: as set out in section 4, it is important to 
broaden the meaning (and thus the ethical dimension) of some current 
concerns. 

This categorization was deemed pertinent because it integrates the 
principal spheres of action coming into play with the introduction of 
social robots in assistive practical contexts, namely: (1) intersubjective/ 
human-robot interaction; (2) (specific) human practice; (3) sociopoliti
cal activity. The chosen (unrefined) terminology of Well-being, Care, 
and Justice aims at the inclusion of all these spheres of activity, thus 
respectively encompassing SAR ethical issues regarding its implications 
for (1) the individuals for which this technology is provided (users), (2) 
the practice in which it is introduced and (3) society in its political 
structuring. These three categories are therefore related to three levels of 
ethical reflection. 

We understand the notion of “practice” in MacIntyre’s sense, namely, 
as “any coherent and complex form of socially established cooperative 
human activity through which goods internal to that form of activity are 
realized in the course of trying to achieve those standards of excellence 
which are appropriate to, and partially definitive of, that form of ac
tivity, with the result that human powers to achieve excellence, and 

human conceptions of the ends and goods involved, are systematically 
extended.” [76]. Also, we regard care as the broad practice to which the 
activity of assistance contributes, and hence SAR. Therefore, with the 
use of the category of “Care” we mean to embrace ethical concerns on 
SAR regarding both the particularities of this relational human activity 
(goods, virtues, models of professional excellence …) and its (informal 
or institutional) organization –that is, the implications of SAR for the 
practical settings of assistance (distribution of tasks, institutional legit
imacy and trust …). 

The 26 identified ethical issues associated with SAR are shown in 
Fig. 2 alongside the results of their quantitative analysis (frequency); all 
of them correspondingly classified in the three main categories of Well- 
being, Care, and Justice. Notice that in a couple of cases (*) the same 
issue appears in different thematic groups (although with different fre
quency), given that it relates to more than one dimension of ethical 
concern. 

As Fig. 2 reveals, among the 26 ethical issues of the current scholarly 
debate on SAR, the ones appearing most frequently are Privacy/Data 
Control (26 refs.), Deception (25 refs.) and Autonomy (21 refs.). In 
addition, since the mean number of appearances for each ethical issue is 
10,42 times, these concerns constitute an outstanding focus of attention. 
In turn, all these three major concerns belong to the thematic group of 
Well-being, which, as Fig. 3 shows, gathers 60% of the identified ethical 
issues. It is followed by Care, which integrates 22% of them, and Justice 
in the third place, with 18% over the total. Thus, the data shows a 
relevant tendency of ethical reflection on SAR, namely: that most ethical 
concerns have to do with SAR implications for the individual dimension 
of Well-being. Another significant fact highlighted in Fig. 2 is the 
disparity rate of ethical issues between Well-being and the other cate
gories of Care and Justice. 

Fig. 1. Literature search and selection process. Source: Own elaboration based on PRISMA 2020 [24].  
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3.1. Description of the identified ethical issues 

Through our review process, we found out that, in many scholarly 
publications, ethical issues regarding SAR are barely developed. Ethical 
concerns are usually merely mentioned –without clarifying their 
meaning or the reasons for which they can be said to be posed by SAR– 
nor engaging or taking a stance in a further sustained argumentation on 
them. Besides, some of them are presented by using terms that stand as 
core ethical categories within our (Western) history of thought, the 
meaning of which is thus not only very rich but also disputed and 
permanently revisited. Therefore, in order to shed light on the current 
scholar ethical debate on SAR, a description of what is meant with each 
of the identified ethical issues is provided below according to what was 
concluded from our conceptual analysis of the literature.8 

3.1.1. Well-being 

3.1.1.1. Privacy/Data Control. Privacy is the major issue of ethical 
concern in the literature on SAR. Although undefined in many publi
cations, the concept seems to be generally understood according to Refs. 
[77,78]: as a right against arbitrary interference with one’s private life, 
implying a users’ right to be in control of their personal information. 
Regarding this, a special matter of concern is the right to privacy of users 
with cognitive deterioration, which calls into question key related no
tions as “informed consent”. 

SARs are considered a threat to privacy mainly in virtue of their 
monitoring capacity, through which they can collect, store, process and 
access personal data. Few authors delve further into the issue, by 
examining different types of privacy [42] and/or the link between 
different robotic technical features and the threat they pose to these 
[40]. SARs’ “intersubjective” capacity of interaction is also taken into 
account as a feature posing specific risks to privacy, being the creation of 
user profiles occasionally mentioned as a risk to privacy too. Sometimes, 
concerns on privacy relate to the feeling that users may have of being 
observed, of not being alone. Privacy can also be challenged by SAR’s 
usual goal of watching over user safety, setting out a conflict of values 
requiring ethical ponderation. 

3.1.1.2. Deception. Deception is a very contested issue in the literature 
on SAR. In broad terms, the concern lies in the deceitful intersubjective 
relationship that human-robot interaction (HRI) may entail. Beyond the 

Table 1 
List of included publications.  

Reference Title 

[25] Beyond Moral Dilemmas: Exploring the Ethical Landscape in HRI 
[26] Embedding Ethics in the Design of Culturally Competent Socially 

Assistive Robots 
[27] Socially Assistive Robots, Older Adults and Research Ethics: The Case 

for Case-Based Ethics Training 
[28] Companion Robots: The Hallucinatory Danger of Human-Robot 

Interactions 
[29] Nudging for good: robots and the ethical appropriateness of nurturing 

empathy and charitable behavior 
[30] Sympathy for Dolores: Moral Consideration for Robots Based on Virtue 

and Recognition 
[31] Personal Robots, Appearance, and Human Good: A Methodological 

Reflection on Roboethics 
[32] You, robot: on the linguistic construction of artificial others 
[33] Artificial agents, good care, and modernity 
[34] A Survey of Expectations About the Role of Robots in Robot-Assisted 

Therapy for Children with ASD: Ethical Acceptability, Trust, Sociability, 
Appearance, and Attachment 

[35] Anthropomorphism in Human-Robot Co-evolution 
[36] An Ethical Evaluation of Human–Robot Relationships 
[37] Design for Values for Social Robot Architectures 
[3] Socially Assistive Robotics: Ethical Issues Related to Technology 
[38] Your Robot Therapist Will See You Now: Ethical Implications of 

Embodied Artificial Intelligence in Psychiatry, Psychology, and 
Psychotherapy 

[39] The Dark Side of Human-Robot Interaction: Ethical Considerations and 
Community Guidelines for the Field of HRI 

[40] Privacy and Socially Assistive Robots - A Meta Study 
[41] The Ethical Risk of Attachment: How to Identify, Investigate and Predict 

Potential Ethical Risks in the Development of Social Companion Robots 
[42] Social and Assistive Robotics in Dementia Care: Ethical 

Recommendations for Research and Practice 
[43] Language-Capable Robots may Inadvertently Weaken Human Moral 

Norms 
[44] Aged Care with Socially Assistive Robotics under Advance Care 

Planning 
[45] Ethical challenges in the use of social service robots for elderly people 
[46] Ethical Issues for Social Robots and the Trust-based Approach 
[47] When robots care: Public deliberations on how technology and humans 

may support independent living for older adults 
[48] Robotics in Nursing: A Scoping Review 
[49] Robot Enhanced Therapy for Autistic Children: An Ethical Analysis 
[50] Human Rights of Users of Humanlike Care Automata 
[51] Ethical Considerations Regarding the Use of Social Robots in the Fourth 

Age 
[52] Robot-Care for the Older People: Ethically Justified or Not? 
[53] A complementing approach for identifying ethical issues in care robotics 

– grounding ethics in practical use 
[54] Robots and people with dementia: Unintended consequences and moral 

hazard 
[5] Towards Human-Robot Interaction Ethics 
[55] Integrating socially assistive robotics into mental healthcare 

interventions: Applications and recommendations for expanded use 
[56] The human relationship in the ethics of robotics: a call to Martin Buber’s 

I and Thou 
[57] Intelligent machines, care work and the nature of practical reasoning 
[58] Social robots, fiction, and sentimentality 
[59] Robots and human dignity: a consideration of the effects of robot care 

on the dignity of older people 
[60] Granny and the robots: ethical issues in robot care for the elderly 
[61] Second thoughts about privacy, safety and deception 
[62] Robots in aged care: a dystopian future? 
[63] Robotics Has a Race Problem 
[64] In the hands of machines? The future of aged care 
[65] Artificial Intelligence and Robotics in Nursing: Ethics of Caring as a 

Guide to Dividing Tasks Between AI and Humans 
[66] Details omitted for double-blind reviewing 
[16] Roboethics: Fundamental Concepts and Future Prospects 
[67] Children’s Imaginaries of Human-Robot Interaction in Healthcare 
[68] Moral Deskilling and Upskilling in a New Machine Age: Reflections on 

the Ambiguous Future of Character 
[69] Ethical and Technical Aspects of Emotions to Create Empathy in Medical 

Machines 
[70]  

Table 1 (continued ) 

Reference Title 

Robots responding to care needs? A multitasking care robot pursued for 
25 years, available products offer simple entertainment and 
instrumental assistance 

[71] The Impact of Affective Verbal Expressions in Social Robots 
[15] Ethics of socially assistive robots in aged- care settings: a socio-historical 

contextualization 
[21] The use of care robots in aged care: A systematic review of argument- 

based ethics literature 
[72] The Dark Side of Ethical Robots 
[73] Ethically Aligned Design for Assistive Robotics 
[74] Trust in and Ethical Design of Carebots: The Case for Ethics of Care 
[75] “Oh, Dignity too?” Said the Robot: Human Dignity as the Basis for the 

Governance of Robotics 

Source: Own elaboration 

8 In this descriptive section, no references regarding each of the ethical issues 
are systematically included. Whereas it could certainly provide a helpful rela
tion of the topics and the corresponding literature, including references for each 
of the 26 points would entail lots of bibliographical repetitions, since most of 
the reviewed publications address a great number of the identified ethical is
sues. Inasmuch this would be quite displeasing for readers, it has been a dis
carded option. 
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dispute over whether social (assistive) robots are inherently deceptive or 
not, there is debate on whether deception is morally wrong or not. The 
former stance is advocated from two main perspectives. 

On the one hand, deception is conceived as morally wrong in virtue 
of the negative consequences that it may have for users, especially 
vulnerable ones. For instance, deception could lead to over-trust the 
robot –thus endangering the user’s safety or reasonable decision-making 
processes–, to foster the user’s emotional dependency on the robot –by 
perceiving it as having feelings or emotional states–, or to rather trigger 
emotional discomfort –given the robot’s incapacity for emotional reci
procity–. On the other hand, deception is argued to be intrinsically 
morally wrong, independently of whether upholding a false belief of the 
robot’s (emotional) capacities or a distorted view of the interpersonal 
relationship with them has positive or negative consequences for the 
user. This stance is linked to a comprehension of delusion as inherently 
wrong, from which unauthentic relationships are deemed morally un
acceptable (as the one held by an affective bond with an entity like a 
social robot). 

Lastly, some authors link the moral wrongness of deception to the 
fact that, in itself, it is a product of human intent, blaming it on the 
deliberate goal of deceiving users that lies behind a robot’s development 
–a deception that in many occasions is conceived as necessary in order to 
reach a robot’s full functionality in an assistive context with vulnerable 

users–. In Kantian terms, this is a violation of human dignity because it 
involves instrumentalizing humans for the sake of achieving some goal. 

3.1.1.3. Autonomy. (Human) autonomy is considered to be possibly 
challenged by SAR in numerous ways. From a consequential ethical 
perspective, an excessive (and thus inappropriate) extent or degree of 
assistance could cause a loss of the users’ capacities alongside a de
pendency on technology; thereby conflicting with the primary goal of 
assistance (to promote autonomy) and conversely raising new forms of 
vulnerability. The problem lies in the correct suitability (in terms of the 
kind and the quantity or proportionality) of assistance. Other vulnera
bilities of human autonomy may also be fostered by SARs, such as 
exposure to manipulation or improper decision-making delegation. 

From another perspective, the infringement with autonomy is not a 
(potential) result but rather a constitutive fact of SARs. This view comes 
from a specific understanding of the politics of SARs as a technology 
grounded in values and interests that are alien to that of ultimate users, 
which is why their introduction in the care practice equates to a viola
tion of those users’ capacity to live according to their own reasons. This 
relates to the concerns on objectification and informed consent. 

Technological autonomy also triggers ethical concern on human 
autonomy, given the potential conflict that can take place between both, 
as in cases where a user’s safety has to be balanced against their 
decision-making. This opens up the need of an ethical reflection upon 
the correct scope of beneficence (promotion of what is at the user’s best 
interest). 

3.1.1.4. Loss of human contact. SAR could foster or even increase social 
isolation, which is detrimental to one’s well-being. First, SARs’ intro
duction may come along with a reduction in human contact, thereby 
potentially lessening an end-user’s opportunities for meaningful social 
interaction with humans. This is a problem both for individual patients 
and the organizational context in which the care practice is held. The 
shift in how the activity is carried out requires the adequate (re)artic
ulating of the core values of the practice, all professionals involved, and 
that organization as a whole. Indeed, the problem has to do with the way 
in which robots are introduced: are they going to offer support within 
care practices as human replacements or as collaborative agents 

Fig. 2. Ethical issues associated with SAR in the reviewed literature. Source: Own elaboration.  

Fig. 3. Ethical issues of SAR per thematical groups. Source: Own elaboration  
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instead? And to assume which type of tasks and roles? Second, the worry 
about robots as an isolating factor is also linked to HRI, which can foster 
certain relationship pathologies, such as emotional dependence on the 
robot or the user’s seclusion to their inner world. 

3.1.1.5. Safety. SARs pose a potential threat to a human’s physical and 
psychological integrity. This problem is usually introduced in terms of 
‘safety’, which globally refers to the harmful effects that robots may 
have for users regarding this (double) aspect of well-being. However, 
current concerns on safety are still mostly explicitly directed at the po
tential harm to a user’s physical integrity. That is, they relate to the risk 
of accidents arising from robots sharing the same space as humans and 
interacting with them. Regarding this, not only actual, but also 
‘perceived safety’ is under consideration. In addition, the worry on 
safety is generally associated to the compliance with the (bioethical) 
principle of nonmaleficence, seemingly leaving out an explicit consid
eration to beneficence as part of that same concern (a robot’s potential 
contribution to a good life). Safety is thus a concern highly related to 
responsibility as liability for damage. 

Safety is not only under ethical consideration because of the 
(harmful) results of robotic functioning, but because of the possible 
tension that may arise between the user’s safety (a major goal of certain 
applications of SARs) and their autonomy or privacy. 

3.1.1.6. Dignity. Dignity plays a crucial role in the ethical debate on 
SAR: it is both a recurrent issue of direct concern –insofar as potentially 
compromised by SAR for different reasons–, and also the value on which 
other concerns are ultimately grounded –leading to either consequential 
or deontological assessments of SARs’ introduction in social settings of 
human practices–. Therefore, there is a constellation of issues revolving 
around the core value of dignity, such as objectification, recognition, 
deception and identity, among others. 

From a consequentialist point of view, SAR could both enhance or 
negatively impact human dignity. For instance, linking dignity to the 
capabilities approach, one perspective in this vein argues to assess SAR 
depending on whether a robot’s use expands or restricts the access to the 
basic set of capabilities to live a worthy human life. Also, dignity is 
under attack when these unauthentic intersubjective interactions 
alienate users from real life, thereby impoverishing their world. From a 
deontological perspective, SAR infringes upon human dignity because 
robots lack the basic abilities to provide assistance in an appropriate 
way, given that they cannot care and therefore cannot possibly fulfill the 
end-user’s needs. 

3.1.1.7. Emotional attachment. Basically, the reason why human 
emotional attachment to robots is introduced as an ethical issue is that it 
may generate contradictory effects with SARs’ beneficial goal. For 
instance, it may lead to the loss of therapeutic benefits in the eventuality 
that the robot breaks down, does not fulfill the user’s expectations or has 
to be shared with other users (feelings of jealousy). In the same lines, it 
may foster human over-trust on the robot with counterproductive results 
such as a robot’s misuse by the user’s over-delegation on it. Also, 
emotional attachment may promote certain pathologies of the human- 
robot relationship –such as a user’s emotional dependency on the 
robot– and, in turn, human autonomy vulnerabilities. 

Robot appearance is a matter of discussion closely linked to this 
issue, given that robotic design is considered to be a decisive element in 
the potential promotion of humans’ emotional tie with robots. 

3.1.1.8. Unauthentic intersubjectivity. The unauthentic intersubjectivity 
that characterizes HRI is a controversial subject of ethical debate, mostly 
regarded as morally problematic for several reasons. First, because it 
may reduce social life to an illusion, which comes along with the risk of 
an impoverishment of one’s own world and life. The lack of a shared 
horizon of meaning between the human and the robot makes their 

relationship a mirroring one (of the human with themselves). Second, 
because the unauthentic intersubjectivity involved in HRI may affect the 
proper development or exercising of human moral faculties (empathy, 
care …), as well as foster an instrumentalist view of relationships, in 
which the “other” is not a “you” but rather an object. This endangers 
relations and forms of life that are intrinsically valuable and define us. 
Third, taken as a form of deception, unauthentic intersubjectivity is also 
argued to be wrong per se. 

3.1.1.9. Freedom. The concern on freedom is grounded on a narrow 
understanding of this concept as “negative liberty” [79], that is, as the 
absence of external restrictions to one’s own activity. Under this view, 
SARs challenge a user’s freedom insofar as their goal of promoting 
well-being (in terms of health) may require that these robotic devices 
conduct in a way that somehow restricts a human’s actions or decisions. 
This concern is related to machine ethics, because it has to do with how 
the robot should ponder conflicting values in the course of selecting the 
conducts to undertake in relational practices. 

3.1.1.10. Objectification. This issue mainly refers to two questions. On 
the one hand, to the feeling that SARs’ end-users may experience when 
being assisted and interacting with robotic devices regarding vital 
human needs. On the other hand, it may also refer to the attitude or 
moral cosmovision underlying the decision of introducing social artifi
cial agents to carry out care-related tasks –objectification thus 
describing the lack of respect to human dignity involved in such dele
gation–, as well as to the stigmatization of user collectives that robotic 
design and functionality may involve (for example, infantilization). 

3.1.1.11. Human-human relationships. The effects that social robots may 
have on human-human relationships are an ethical concern linked to the 
one of human-moral skills. On the one hand, the kind of socialization 
that can be fostered by interacting with machines, and the changes in 
opportunities for people to practice certain social skills essential for 
human interaction, on the other, have deep implications for human- 
human relationships. These could be impoverished or limited by 
substituting humans for machines in the social interaction practice, 
which is argued to endanger both the intrinsic values of human re
lationships and our self-understanding as human beings. 

3.1.1.12. Human moral skills. SAR is considered to basically pose a 
threat to human moral skills for two main reasons. The first has to do 
with HRI, whereas the second relates to the adoption of social robots in 
care. The reason for caring about moral skills is twofold: they are pur
ported to be essential prerequisites for developing practical wisdom and 
virtuous character and, at the same time, to be intrinsically valuable. 
This last point is linked to the idea that moral deskilling implies 
diminished human beings [68]. 

On the one hand, because of their “interpersonal” particular kind of 
interaction with humans, social robots may influence and shape human 
moral character, by potentially cultivating both vices and virtues. The 
source of ethical worry here is ultimately grounded on the relationship 
of pseudo-recognition involved in HRI. Human improper behavior and 
interaction with robots could foster a human’s moral corruption. Even 
without explicit or intentional abusive behavior, the very same simu
lation of unconditional recognition carried out by robots could lead to a 
moral deskilling (for instance, it could normalize the experience of 
exercising control and power over what is seen as an autonomous agent 
with recognitive abilities). On the other hand, the adoption of SARs in 
care, by outsourcing practices central to human existence to non-human 
actors, could blind us from the awareness of the constitutive vulnera
bility and (inter)dependance of human life, thus threatening the culti
vation of virtues essential to a flourishing society. More specifically, the 
new technological practices could reduce the opportunities for culti
vating moral skills regarding human caregiving. 
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A partly adjacent concern related to human moral deskilling is the 
influence that language-capable robots, because of their acting as social 
moral agents (and given their constrained dialogue systems), may have 
on human moral reasoning. 

3.1.1.13. Recognition. The issue of recognition falls both within the 
individual and the sociopolitical dimension of ethical concern on SAR. 

In general, the problem that SAR is considered to pose in terms of 
recognition has its source in a perspective focused on the HRI, in which 
the emphasized sphere of ethical attention is the individual one. The 
concern mostly arises from the characteristic ontology of the robot, 
which makes it unable to enter a genuinely affective relationship and, 
therefore, deprives the human interactant of recognition, which is a 
fundamental element of social relationships –which are in turn indis
pensable for well-being–. From a more social-relational point of view, it 
is argued that the unconditional recognitive relationship that the robot 
establishes with the human is a source of a human interactant’s potential 
moral corruption, insofar as it makes the relational asymmetry be one of 
a power-relationship. 

In fewer cases, SAR is understood to challenge recognition in that it 
may fail to respect the commitment with an individual’s equal civic 
rights regarding politics of welfare. This would be the case if the needs, 
interests and (reasonable) preferences of assistive technology users were 
disregarded or not equally taken into account and represented by these 
technological developments. Whose priorities prevail, and how prob
lems are defined, are matters of justice that have to do with the ethical 
issue of recognition.9 Robot appearance may also have ethical implica
tions for the sociopolitical dimension of recognition (see Identity). 

3.1.1.14. Identity. As a matter of concern, identity is introduced in the 
literature on SAR in two senses. First, as a self-conception, thus having to 
do with the respect for oneself. SAR potentially challenges identity in 
terms of impinging on (a user’s) comfort with one’s own image. For 
instance, due to its technological design –which may reinforce the image 
of the specific impairment to which assistance is provided– or to the way 
in which the artifact assists the user –which can be considered to harm 
people’s integrity–. Second, as an externally projected identity, thus 
relating to the image that third parties project onto users. In this sense, 
the concern has to do with the representation of an individual’s or a 
collective’s identity underlying SAR development, which can be an act 
of stigmatization not only impacting users individually, but also having 
ethical implications at a sociopolitical level. In turn, identity may be 
challenged by the inferences to which specific artifacts may lead to 
regarding aspects such as gender or race, which may be a collective’s 
discriminatory representation infringing upon human dignity and 
equality. Reinforcing, at the same time, narrative and structural in
justices. This concern is tightly linked to a robot’s appearance. 

3.1.2. Care 

3.1.2.1. Legitimacy of the introduction of SAR. The legitimacy of the 
introduction and use of SAR in practical settings as a means of sup
porting their defining activity is a matter with key ethical significance at 
an organizational level, given that institutionalized practices must 
appropriately articulate the core values of professional, organizational 
and public ethics so as to grant a good service to citizenry. The question 
has to do mainly with two intertwined issues. On the one hand, with the 
consistency tool-task, i.e., whether (and how to ensure that) SARs are an 
appropriate tool for the task in which they are aimed to serve. This has to 
do both with the goals of SARs’ function (whether these are reached or 

not) and the values that are essential to the SAR-assisted practice (i.e., 
the way in which it will be held by means of SARs’ introduction). In turn, 
it implies an attention to the question of how to properly reshape the 
practical context. That is, how to redistribute the tasks or roles in order 
to guarantee an alignment with the specific practice’s goals and values, 
as well as with the core civic ones (based on Human Rights). Closely tied 
to this first issue, SAR’s legitimacy has also to do with the question 
whether a user’s needs and preferences are actually fulfilled, since the 
consistency of tool-task partly depend on whether the tool is user- 
centered. In this sense, the so-called ‘information gap’ between tech
nology design and the end-user’s specific needs poses a great obstacle to 
legitimacy. Therefore, different stakeholders’ involvement in techno
logical development is often introduced as a linked ethical issue. 

Thus, the ethical issue of SAR’s legitimacy has to do with an attention 
to goals, values and processes of technological development and 
implementation, and it connects to other ethical questions such as re
sponsibility and trust. 

3.1.2.2. Quality of practice. The implications that SARs entail regarding 
the quality of the practices that they are meant to support is an impor
tant focus of ethical concern. This worry is commonly expressed in terms 
of “dehumanization” of care practices and their settings, a phenomenon 
attributed to a robot’s inability to enter in real intersubjective re
lationships with humans, which implies an inability to care (given their 
lack of moral agency and moral epistemology [65]). Ultimately, this 
concern is dependent on the redistribution of tasks; the central ethical 
question is how to reshape the traditional roles and functions of the 
professionals in the practice, i.e., which are the tasks that should be 
delegated to robots and why. Human substitution by robots could not 
only impact the practice quality, but also the meaning of care. 

The quality of practice is also (partly) dependent on the consistency 
between the (presumed) tool and the task it is aimed to fulfill, which has 
to do both with the kind of task to be technologically assumed, and the 
way of carrying it out. To a large extent, such coherence depends on a 
proper knowledge and consideration to the context’s particularities and 
the involved stakeholders. The endangering inconsistency tool-task 
could arise from a developer’s knowledge gap about the needs and in
terests of the affected network of people, as well as the values and goals 
of the practice itself. Regarding this point, it is highly important to pay 
attention to the imaginaries of patients. This is mostly an unnoticed 
matter within ethical literature on SAR, the importance of which has 
been very well stressed out by Ref. [67], 10. 

3.1.2.3. Human moral practices. SAR may disrupt human moral prac
tices that are constitutive of our societies and culture and, in turn, 
endanger both the internal goods of these practices, and certain human 
moral capacities that can only be developed and exercised through these 
forms of activity. SAR may erode care as a central practice of human 
moral life because it may reduce our engagement in such activity, thus 
lessening the cultivation of its associated moral skills and leading to a 
moral and professional deskilling. This has implications for the organi
zational sphere of human life, given that it challenges the core values of 
the exercised practice of care, which calls into question those of the 
whole institutional context within which is held. 

3.1.2.4. Trust. SARs’ introduction may distort the essential element of 
trust inherent to care relationships, which is a problem for the organi
zational context of the practice, since the quality of the institution (or 
service sector) requires ensuring the quality of the care practice. A ro
bot’s assumption of certain tasks that until now fell under (human) 
professionals’ scope of action implies a restructuration of roles and 

9 Given the debate about the conceptual articulation of recognition and dis
tribution in a theory of justice, we have decided to distinguish between both 
categories on this paper in order to leave it open for further exploration on how 
to connect them in regards to SAR ethical implications at a sociopolitical level. 

10 More recently [20], have further analyzed the role that roboticists’ imagi
naries play regarding this issue too. 
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responsibilities that may lead users to inappropriate levels of trust, both 
regarding SARs and human caregivers using them as a means of support 
within the practice (along with the organization as a whole). A major 
concern is to ensure that SARs are trustworthy, so that HRI’s goals can be 
successfully achieved. Efforts are directed towards achieving social 
acceptance of robots. Besides the matter of safety and responsibility for 
harm, the question of trust is also related to suitable knowledge about a 
robot’s functions and capabilities (i.e., to a user’s legitimate expecta
tions), as well as to the coherence between SARs’ functions and the 
practice’s values and goals. 

3.1.2.5. Impact on the concept of care. The new possibilities opened by 
SAR in the practice of care blur and call into question the meaning of 
such concept and its value and transcendence for human condition. In 
the literature, concerns on this issue relate to possible changes on social 
values surrounding care, as well as on society’s concept of eldercare. 
Seemingly, the issue is linked to SARs particular ontology as ‘almost- 
subjects’, in virtue of which their inclusion in the practice of care dis
rupts our previous conceptualization of this activity as one exclusively 
entailing interpersonal relationships. Moreover, the concept of care may 
also change due to (new) needs either created or highlighted by these 
artifacts when introduced in the framework of social relations. 

3.1.2.6. Role disruption. The introduction of SARs challenges current 
roles and responsibilities in care practice settings, thus threatening the 
quality of the practice and the essential element of trust that is consti
tutive of the relationship between caregivers and care recipients. Which 
tasks can be responsibly delegated to SARs or not in order to legitimately 
reshape these roles is a question with deep ethical implications at the 
organizational level. 

3.1.3. Justice 

3.1.3.1. Distributive justice. Some of the concerns on SAR revolve 
around distributive justice insofar as they have to do with the distri
bution of benefits and burdens across members of society. The matter is 
mainly about the fair allocation of SAR’s initiatives’ benefits and costs, 
being the latter primarily understood in terms of job impact (decrease of 
caregiver jobs due to the replacement of human workers by robots). The 
distribution of SARs and care as resources or goods is also an ethical 
issue falling under distributive justice concerns: who will have access to 
care robots? Could SAR contribute to a fairer distribution of care? 

This issue is not argumentatively developed in the selected literature. 
The kind of individuals to whom these considerations of justice 
regarding SAR are meant to apply (whether among fellow citizens or 
rather international ones), is never explicitly stated, thus remaining 
unspecified whether distributive justice is contemplated within a certain 
political territory, or rather/also among countries, which would imply 
considerations of international distributive justice. Seemingly, it is the 
local distribution of benefits and costs that is under ethical reflection 
(with the exception of the question of ecological sustainability, which is 
presented as both a local and global matter of concern). Besides, 
distributive justice between generations is not mentioned in the litera
ture, although SARs may well open up the need of reflecting upon the 
fair distribution of costs and benefits between contemporary and future 
generations (intergenerational justice). 

3.1.3.2. Politics of SAR technology. This issue refers to the interests and 
values behind SAR initiatives and the question of their legitimacy. 
Concerns on SAR development as being driven by “technological sol
utionism” [80] are quite frequent, and SARs’ suitability as tools for 
solving social problems (as the shortage of available social services for 
the care of the elderly) is often called into question. Ethical reflection on 
this matter has to do with the need of examining and grounding the 
reasons for SAR initiatives. Which is the problem at which they aim to 

respond? Which are the underlying (economical, political, ideological) 
interests and how are they being, or should be prioritized? Which are the 
values grounding our social practices around vulnerability, and how and 
to which extent are they re-configurated by SARs’ introduction for care? 
The ethical issue thus revolves around the need of discussing, openly and 
inclusively at the societal level, the organization of the practice of care 
and the production of technological goods allocated to it. A usual worry 
regarding this issue is the prospect of the so-called “machinery of care”. 

3.1.3.3. Responsibility. SAR raises concerns on the ethical issue of re
sponsibility, mainly in virtue of robots’ technological autonomy, i.e., 
their ability to choose what to do based on previous information pro
cessing and regarding predefined goals, as well as their ability to behave 
accordingly. Therefore, the ethical worry mostly revolves around the 
question of liability for harm, where the latter is understood as the bad 
outcomes of SARs’ functioning or tasks’ execution. Who is ultimately 
responsible for the potential negative consequences of a robot’s 
behavior, and who should be answerable to these? As a reflection linked 
to responsibility attribution, this issue is closely linked to matters of 
product safety and decision-making transparency of systems or 
“explainability” –which has to do with a key dimension of responsibility, 
namely: accountability (being able to explain and justify decisions). 

3.1.3.4. Social equality. SAR has implications for social equality, since 
depending on how it is developed and implemented, it may either 
contribute to increase or lessen the equality of care both in terms of 
access and quality of treatment. Since intelligent autonomous machines 
are developed and trained using databases, social divide in terms of 
access is a big exclusion problem leading to inequality in the healthcare 
service [69], since the data of non-users won’t be included into the 
databases from which the service is offered. This implies data bias by 
lack of representativity, which equates to an unequal (medical) treat
ment (or the impossibility of granting it) to such collectives. 

3.1.3.5. Robot’s decision-making. As a kind of technology to be intro
duced in daily life so as to autonomously carry out certain tasks within 
assistive practices, SARs’ behavior has decisive consequences for in
dividuals, which is normally why a robot’s decision-making process is an 
issue of ethical concern. Guaranteeing that SARs will behave correctly 
according to the context goes beyond an issue of technical safety, and 
requires that their decision-making is aligned not only with the goals of 
their task, but also with human values. For it, a robot’s ability to 
correctly assess and manage possible tensions or conflicts between 
different values that may arise in certain situations in real life (safety vs 
autonomy or privacy, for instance) seems to be a necessary (even though 
not a sufficient) condition. Therefore, this issue turns ethical attention to 
machine ethics, aimed at endowing robots with ethical reasoning ca
pacities, so that their decision-making process is grounded on an un
derstanding of, and an appropriate response to the moral relevant facts 
of each situation. Robot decision-making as a matter of ethical reflection 
on SAR is thus linked to concerns on harm and responsibility. 

3.1.3.6. Ecological sustainability. The implications of SAR for both local 
and global sustainability are hardly ever examined in the literature. 
However, the supply of raw materials for robots, the energy consump
tion they require, and the dumping waste that these new care technol
ogies generate are important ethical challenges of SAR. This issue is 
tightly related to matters of international distributive and intergenera
tional justice. 

4. Reflections towards a critical approach to the ethical debate 

Through the literature review, significant tendencies of the ethical 
approach to SAR have been disclosed, which evince a need of critically 
analyzing the way in which reflection is being directed. Accordingly, in 
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this section we will outline some topics worth examining and discussing 
in view of enriching the ethical gaze on SAR.  

(1) The individual-centered focus of ethical reflection 

The ongoing ethical reflection on SAR predominantly focuses on the 
individual dimension of human life, i.e., on the implications that this 
technoscientific field has for individuals, who are, in turn, principally 
understood as SARs’ users. Ethical approach to SAR thus takes what we 
have categorized as (individual) well-being as the primary dimension of 
normative concern. This is closely linked to the tendency to exclusively 
narrow the attention in the dyadic interaction between humans and 
robots, against which some authors have already argued [81] and which 
has been explicitly identified as a constitutive factor of a misguided 
ethical approach to social robotics [17]. 

The individual-centered perspective comes with a disproportionately 
fewer attention to SAR implications from the perspective of the (care) 
practice in which its artifacts are used, as well as from the macro so
ciopolitical level of justice. Descriptively, several reasons could be found 
behind this tendency.11 However, from a normative-oriented point of 
view, what matters the most is that this is an important deficiency of the 
current ethical approach to SAR, which shows a continuation of the 
individualist assumptions and the “neglect of the political” underlying 
the mainstream philosophy of technology and ethics of technology [82]. 
We contend that this tendency should be overcome. 

First and foremost, because an excessively restricted ethical focus at 
an individual level –at the expense of the two others– is symptomatic of a 
loss in perspective of the decisive interrelation between all three spheres 
of ethical import regarding SAR. It implies overlooking the conditioning 
that the sociopolitical structure has regarding the configuration of care 
practices and thus the influence that both of these have for an in
dividual’s life. Indeed, HRI in SARs’ case takes place within broader 
social practices that reflect values, goals and a specific cosmovision 
about how to organize human life. From a holistic consideration on the 
person, individuals must be taken in their situatedness. Hence, the 
constitutive interrelation between (individual) Well-being and the 
spheres of Care and Justice cannot justifiably be disregarded. This would 
mean to neglect the role of sociopolitical structure in easing or hinder
ing, to a greater or lesser extent, the possibility of covering needs and 
developing personal autonomy. 

Moreover, insofar as ethical reflection on SAR must primarily pro
ceed as applied ethics understood as critical hermeneutics of human 

activity [83], if anything, it is the (care) practice sphere the capital one. 
SAR should be primarily approached in light of the specific practice at 
which it aims to serve, within which individuals are not mere monads 
but members of a relational network of human activity. 

Finally, an ethical approach that leaves insufficiently unattended 
SAR disruption potential regarding other dimensions of human life be
sides the (interactants’) individual one, may come along with the risk of 
converting ethical reflection into a mere exercise of moral evaluation 
within an unrevised framework of values and (given) ends, by over
looking the question about the type of practices and societies we actually 
want, and how to accordingly (re)configurate life through SAR.  

(2) Teleological and anthropological assumptions of SAR 

The current ethical approach to SAR generally lacks reflection and 
discussion on SAR teleology, that is, on conceptual assumptions on 
“assistance”, “care” and other correlated notions (human well-being, 
human capabilities, autonomy …) that underlie this field’s develop
ment. The constellation of SAR teleological-related meanings should be 
examined, since it is always linked to a particular anthropology that 
should be carefully analyzed and further discussed. For now, SAR 
development hints at the specific idea of human vulnerability and 
fragility as an annoyance, the care of which can be delegated to tech
nology. The background anthropology is thus a liberal one, revolving 
around capacitism and adultism, from which SAR is ultimately aimed at 
replacing capacities.  

(3) Restricted understanding of core ethical concepts 

The literature review reveals a very narrowed understanding of some 
ethical concepts around which SAR’s problems stand, which impover
ishes the ethical approach to the disruptive implications of this tech
noscientific field. Indeed, the limitation in such notions’ scope of 
meaning correlates to a loss of sight of the interconnection between the 
three main spheres of ethical concern (individual, care practice-related, 
and sociopolitical). 

For instance, (human) freedom is currently understood as what is 
philosophically known as “negative liberty” [79]. The ethical implica
tions of SAR regarding this issue, though, could and should be broad
ened up by approaching the matter from a deeper understanding of this 
notion in its dimension of “positive liberty” [79]. That is, closer to 
freedom as autonomy –in which freedom has to do with self-realization, 
with taking over the own life–. It could also be interesting to think from 
the perspective of Pettit’s “republican conception of freedom as non-
domination” [84]. Delving into the meaning of this notion would defi
nitely allow for a richer normative-oriented reflection on SAR that takes 
into account the interdependence existing between freedom and the 
sociopolitical structuring of human life, thus approaching SAR’s power 
of domination both at an interpersonal and structural level. 

The same happens with responsibility, which is generally understood 
as liability for harm and thus revolves around the distribution of duties 
to answer for bad outcomes, which, on top of that, are linked to the (AI- 
based) robot’s behavior. A more “substantial” concept of responsibility 
[85] would enrich ethical reflection, by enabling us to think in terms of 
accountability for the development of SAR (teleology, interest), which 
implies taking a sociopolitical perspective that approaches the matter in 
light of justice. 

Also privacy is misguidedly understood in the current debate on SAR 
in too individualistic terms, although the collective ethical dimension of 
privacy has been already well highlighted [86]. The implications of SAR 
for privacy are mainly thought within the frame of a robot’s impact on 
their interactant’s life. It should be considered to reframe reflection on 
SAR’s threat to privacy from a sociopolitical point of view, that is, in 
terms of justice.  

(4) Overlooked ethical issues in Well-being 

11 First, such tendency reflects the kind of world where we find ourselves. A 
world in which technological development takes place within the frame of 
market dynamics, thereby narrowing ethical reflection on technology within its 
boundaries. This implies leaving aside an approach that thinks at a macro level, 
as an approach primarily led from a sociopolitical perspective would do. Sec
ond, ethical reflection on SAR must proceed as applied ethics that contextual
izes reflection according to the values and goals of the specific practical field of 
activity for which technology is developed. This entails to circumscribe ethical 
reflection primarily within this specific (and already constituted) practice, 
which in a way means to endorse a conservative point of departure that may 
well lead to neglect matters related to the sociopolitical framework on which it 
takes place. The discipline of bioethics is an exemplary case of this: it also began 
its critical activity without calling into question the aforementioned macro 
level. Third, the fact that ethical reflection on SAR has been mostly led by a 
technoscientific professional profile could explain why the focus of ethical 
attention revolves around the user’s (individual) well-being. Indeed, given the 
instrumental character of the technology, the prevailing ethics among engineers 
is a consequentialist one. That is, their ethical approach revolves around 
assessing the consequences of the artifacts in terms of meeting the expected 
goals in the established way. Insofar as SARs assist by interacting with humans, 
ethics is focused on the implications of this particular kind of robotic func
tioning. In addition, the fact that SARs are not still implemented at a large scale 
may well play a role in reinforcing this ethical perspective focused at the in
dividual level, under which Care and Justice issues are much less addressed. 
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Within the constellation of concerns related to (individual) Well- 
being, some important issues are overlooked. Since current ethical 
reflection on SAR is primarily focused on this sphere (due to HRI’s 
central place within the ethically scrutinized spheres of activity 
impacted by SAR), engaging in those missing issues could significantly 
contribute to enrich the state of the art.  

(i) Distinction between privacy, intimacy and interiority. Although 
Privacy is the most commonly addressed ethical issue on SAR, 
there is no attention to other notions that are related to its se
mantic field [87,88] and incorporate nuances worth examining 
[89] regarding the implications of SAR at an individual level of 
the user’s life.  

(ii) The individual’s “possibility to be”. At the level of HRI, there are 
serious ethical issues (besides deception) alarmingly missing in 
the current landscape of reflection. These are ultimately related 
to the implications of SAR for the individual’s “possibility to be” 
(and not only “to do”), in virtue of the standardization of people 
and relations that HRI entails. 

In relational practices of care, HRI may condemn the “being” by 
reducing human interactants to a specific existential dimension, ac
cording to the user model that the individual represents. The interactant 
“stops” being a person and becomes a “model” within the assistive 
relationship. In turn, this model further reduces the person to quantifi
able and operable patrons –sentencing them to remain as according to 
what they are said to be–. This latter point is related to the paradigm of 
experience on which a robot’s learning and interaction takes place, 
which has, until now, been disregarded in relation to SAR –although the 
ethical implications of the algorithmic functioning and decision-making 
are indeed taken into account in other application domains of AI- 
systems. 

Some features of the current debate landscape on SAR explain the 
thematic oversight on the individual’s “possibility to be”; such as the 
above highlighted restricted view on the key concepts of autonomy and 
freedom, as well as the scarce and poor reflection on the notions of 
identity and recognition, and the absence of an examination of concepts 
like experience, domination and difference. Therefore, a philosophical 
anthropology of (inter)subjectivity would be in order, since it would 
advance some nuclear concepts regarding the human condition 
(unpredictability, affectability, openness to future) that are essential to 
reveal and comprehensibly address the ethical challenges of HRI. 

5. Conclusions 

This literature review has provided an overall and hopefully clari
fying picture of the current ethical reflection on SAR, thus tackling the 
until now little structured landscape of ethical issues associated to this 
technoscientific field of intelligent robotics. Thereby, some relevant 
tendencies and thematic deficits of the current approach have been 
identified and outlined, which should be further critically examined and 
addressed. Hence, this review opens up and points at new research di
rections on SAR ethical implications. It constitutes a basis on which to 
build a research agenda for widening and deepening the normative 
thinking on this technoscientific field of activity. To contribute to such 
agenda, we sketch below some of the future lines of research that may 
arise from our critical literature review.  

• To extend the conceptual framework from which to comprehensively 
identify and analyze SAR ethical implications. 

• To delve into particular concepts belonging to philosophical disci
plines (e.g., freedom or responsibility) and integrate other notions 
that may also be relevant for addressing the ethical implications of 
SAR (e.g., experience, intimacy).  

• To consider the identified ethical issues of SAR by drawing upon 
conceptual resources of political philosophy and philosophical 
anthropology.  

• To examine SAR teleological and anthropological assumptions and 
relate them to the different existing theoretical frameworks on care. 
This theoretical work could latter provide practical coordinates for 
grounding decisions on the different stages of SAR development. For 
instance, regarding the question on which services and roles should 
be redistributed through SARs’ deployment, under which conditions 
and how; as well as on the elements that engineers should take into 
account in order to serve the aims and values of the practice to which 
they give support to through SAR solutions.  

• To integrate a critical theory perspective in the ethical approach to 
SAR, in order to include a teleological reflective momentum that 
discusses the ends, beyond the means, and to engage in the question 
about the type of practices, societies and lives that we want to (re) 
configurate through the design, deployment and usage of SAR 
solutions.  

• To delve into other ethical challenges of HRI besides deception, with 
an special focus on the implications that the algorithmic functioning 
of SARs may have for the well-being of its interactants.  

• To set practical principles for SAR deployment (design, research, 
implementation and use) under the light of the three interrelated 
categories of Well-being, Care and Justice. To that end, and given 
that SARs are aimed at supporting practices of care, existing frame
works of applied ethics (such as the principles of bioethics) should be 
revisited and updated considering the novelty of SARs-assisted care 
practice. 

• To examine the relevance of cultural aspects regarding SAR devel
opment by drawing upon the difference between the ethics of 
minima and maxima. 

In conclusion, this literature review is a first stage of a larger research 
process aimed at contributing to the ethical debate on SAR by 
completing the scope of issues that should be taken into account, and 
delving further into the most normatively relevant ones. 
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[94] R. Pranckutė, Web of Science (Wos) and Scopus: the Titans of Bibliographic 

Information in Today’s Academic World, vol. 9, Publications, 2021, pp. 1–59, 
https://doi.org/10.3390/publications9010012. 

J.P. Boada et al.                                                                                                                                                                                                                                

https://doi.org/10.1016/j.cpr.2014.07.001
https://doi.org/10.1016/j.cpr.2014.07.001
https://doi.org/10.1007/s00146-017-0699-2
https://doi.org/10.1007/s00146-017-0699-2
https://doi.org/10.1177/0969733018806348
https://doi.org/10.1007/s10676-015-9371-z
https://doi.org/10.1007/s10676-014-9338-5
https://doi.org/10.1007/s10676-014-9338-5
https://doi.org/10.1007/s10676-010-9234-6
https://doi.org/10.1007/s10676-010-9234-6
https://doi.org/10.1080/09540091.2017.1318826
https://doi.org/10.1007/s00146-015-0625-4
https://doi.org/10.1177/0162243919862862
https://doi.org/10.1007/s11023-006-9030-6
https://doi.org/10.1111/nup.12306
https://doi.org/10.7203/metode.9.12479
https://doi.org/10.7203/metode.9.12479
https://doi.org/10.3390/ijerph15050970
https://doi.org/10.3390/ijerph15050970
https://doi.org/10.1007/s13347-014-0156-9
https://doi.org/10.1007/s13347-014-0156-9
https://doi.org/10.1007/978-3-319-08108-3_20
https://doi.org/10.1007/978-3-319-08108-3_20
https://doi.org/10.1007/s10676-020-09536-0
https://doi.org/10.1007/s10676-020-09536-0
https://doi.org/10.1145/3371382.3378358
https://doi.org/10.1145/3371382.3378358
https://doi.org/10.1145/3278721.3278726
https://doi.org/10.1145/3278721.3278726
https://doi.org/10.1109/IISR.2018.8535889
https://doi.org/10.1109/IISR.2018.8535889
https://doi.org/10.1007/s12369-020-00653-w
https://doi.org/10.1007/s11023-019-09514-6
http://refhub.elsevier.com/S0160-791X(21)00201-3/sref76
http://refhub.elsevier.com/S0160-791X(21)00201-3/sref76
http://refhub.elsevier.com/S0160-791X(21)00201-3/sref77
http://refhub.elsevier.com/S0160-791X(21)00201-3/sref77
https://doi.org/10.2307/j.ctt1ffjmjq.33
http://refhub.elsevier.com/S0160-791X(21)00201-3/sref79
http://refhub.elsevier.com/S0160-791X(21)00201-3/sref79
http://refhub.elsevier.com/S0160-791X(21)00201-3/sref80
http://refhub.elsevier.com/S0160-791X(21)00201-3/sref80
https://doi.org/10.2147/mb.s160348
https://doi.org/10.1016/j.techsoc.2016.12.002
http://refhub.elsevier.com/S0160-791X(21)00201-3/sref83
http://refhub.elsevier.com/S0160-791X(21)00201-3/sref83
http://refhub.elsevier.com/S0160-791X(21)00201-3/sref84
http://refhub.elsevier.com/S0160-791X(21)00201-3/sref84
http://refhub.elsevier.com/S0160-791X(21)00201-3/sref85
http://refhub.elsevier.com/S0160-791X(21)00201-3/sref85
http://refhub.elsevier.com/S0160-791X(21)00201-3/sref86
http://refhub.elsevier.com/S0160-791X(21)00201-3/sref86
http://refhub.elsevier.com/S0160-791X(21)00201-3/sref87
http://refhub.elsevier.com/S0160-791X(21)00201-3/sref88
http://refhub.elsevier.com/S0160-791X(21)00201-3/sref89
http://refhub.elsevier.com/S0160-791X(21)00201-3/sref89
http://refhub.elsevier.com/S0160-791X(21)00201-3/sref90
http://refhub.elsevier.com/S0160-791X(21)00201-3/sref90
http://refhub.elsevier.com/S0160-791X(21)00201-3/sref90
http://refhub.elsevier.com/S0160-791X(21)00201-3/sref90
https://doi.org/10.1007/s12559-019-09696-2
https://doi.org/10.1007/s10676-016-9409-x
http://refhub.elsevier.com/S0160-791X(21)00201-3/sref93
https://doi.org/10.3390/publications9010012

	The ethical issues of social assistive robotics: A critical literature review
	1 Introduction
	2 Methodology
	3 Results
	3.1 Description of the identified ethical issues
	3.1.1 Well-being
	3.1.1.1 Privacy/Data Control
	3.1.1.2 Deception
	3.1.1.3 Autonomy
	3.1.1.4 Loss of human contact
	3.1.1.5 Safety
	3.1.1.6 Dignity
	3.1.1.7 Emotional attachment
	3.1.1.8 Unauthentic intersubjectivity
	3.1.1.9 Freedom
	3.1.1.10 Objectification
	3.1.1.11 Human-human relationships
	3.1.1.12 Human moral skills
	3.1.1.13 Recognition
	3.1.1.14 Identity

	3.1.2 Care
	3.1.2.1 Legitimacy of the introduction of SAR
	3.1.2.2 Quality of practice
	3.1.2.3 Human moral practices
	3.1.2.4 Trust
	3.1.2.5 Impact on the concept of care
	3.1.2.6 Role disruption

	3.1.3 Justice
	3.1.3.1 Distributive justice
	3.1.3.2 Politics of SAR technology
	3.1.3.3 Responsibility
	3.1.3.4 Social equality
	3.1.3.5 Robot’s decision-making
	3.1.3.6 Ecological sustainability



	4 Reflections towards a critical approach to the ethical debate
	5 Conclusions
	Funding
	Author’s contributions
	Declaration of competing interest
	Appendix A Supplementary data
	Authors’* statement
	References


