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Abstract

Nowadays, in many countries wind energy is responsible for a significant part of the electricity generation. For this
reason, Transmission System Operators (TSOs) are now demanding the wind power plants (WPPs) to contribute with
ancillary services such as frequency support. To this end, WPPs must be able to temporally increase the active power
delivered into the grid to compensate consume and demand imbalances. This implies that WPPs now work below
their maximum capacity to keep some power reserve to be able to inject extra power into the grid when needed. This
reserve depends on the available wind power, which is directly connected with the wind speed faced by each turbine
within the WPP. However, wind speed is negative affected by the wakes caused by the upstream turbines. This paper
proposes a control algorithm to distribute the power contribution of each turbine seeking to minimize the wake effects
and thus maximize the power reserve. The proposed algorithm is evaluated by simulations for the case of a WPP of
12 wind turbines.
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1. Introduction

The ever-growing environmental concerns and cost-effectiveness of renewable energy sources (RES), such as
wind and solar energies, have led to a significant increase of their penetration levels into the electrical power system.
Nowadays, wind power generation supplies more than 10% of the European consumptions and is expected to grow
to 33% in 2030 [1]. This increasingly large deployment of RES into the electrical grid has contributed to decrease
the dependency on fossil fuels. However, the high penetration of non-synchronous generators replacing conventional
power plants, based on synchronous generation, leads to a system inertia reduction and thus affecting power system
stability and reliability. RESs, if not properly controlled, inject into the grid highly variable power that may result in
significant frequency fluctuations [2]. As a consequence, Trasmission System Operators (TSOs) are now requiring
wind power plants (WPPs) to participate in the provision of ancillary services, which so far have been relied on
conventional sources. Typically, WPPs were operated to maximize the power output with the aim of minimizing
wind energy cost. In this new context, the power production should be adjusted according to the TSOs requirements.
The development of new wind farm control strategies for supplying automatic and fast response as ancillary service
provider is acquiring relevance as a major-focus research topic [3]. There is an increasing interest from grid operators
in requiring the WPPs to participate in ancillary services, such as frequency control [4] and voltage support [5].

Depending on the time range, WPP contributions in frequency support can be classified in two groups. WPPs can
be used to provide inertial frequency support limiting the rate of fall during the initial instants of a frequency drop. To
this end, wind turbines can release within milliseconds the kinetic energy stored in the rotating mass [6]. In order to
ensure a more effective inertial frequency support, some authors have proposed optimization procedures to maximize
the wind farm power generation and the kinetic energy stored in the turbines [7, 8]. WPPs can also provide primary
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Figure 1: WPP control scheme under study.

and secondary frequency supports by delivering into the grid additional active power during longer period of time in
order to drive the frequency at its nominal setting. To be able to provide this kind of support, WPPs should work
in de-loading mode, i.e. below their maximum power production capacity. This implies to keep certain amount of
power reserve that can be released in case of frequency drops. Clearly, the larger the power reserve, the more effective
the frequency support. Therefore, there is interest in maximize this capability of WPPs as it could bring some cost
benefits in case of participation of WPPs in balancing markets [9, 10].

The maximum power available in WPPs depends on the wind speed faced by each turbine. Within a wind farm,
these wind conditions are imposed by the wakes produced by the upstream turbines [11]. In the literature, several
strategies have been proposed to minimize the wake effect in order to maximize total power generation and minimize
the power losses caused by the wakes. Some of them are based on redirecting the wakes around the downstream
turbines by yawing [12, 13] or tilting [14, 15] the wind turbines, whereas others seek to redistribute the power contri-
bution of each turbine [16].

In this paper, a wind farm control strategy is proposed to maximize the power reserve during de-loading operation
while maintaining the total power delivered by the WPP at the point of common coupling (PCC). The proposed
approach aims to determine the power set-points for every turbine considering that commonly wind farms operate in
waked conditions. With the goal of maximizing the power reserve, the proposed wind farm control strategy distributes
the power contribution of each turbine in order to maximize the available power (i.e., the power reserve). The proposed
approach was tested for a wind farm model of 12 wind turbines using a simulator that models the dynamic behavior
of the wake effect by using the common dynamic wake meandering model [17].

The remainder of this paper is organized as follows. The wind farm model is presented in Section 2. Section 3
describes the proposed wind farm control strategy. In Section 4, the simulation set-up is presented and the main results
are discussed for the wind farm selected as case study. Finally, the conclusions are drawn in Section 5.

2. Wind farm modeling

The WPP control scheme under study is shown in Figure 1. According to the utility demands, the TSO requires
the WPP to deliver a power Pdem. Depending on the available power Pav,i, the wind farm central controller sets the
power set-points for each turbine Pr,i in order that the total generated power Pg matches the demand Pdem.

In circumstances with available power higher than the power demand, the wind farm is able to deliver an extra
power for helping in primary frequency support. This extra power capability is referred to as the total power reserve
and is given, for a wind farm of N turbines, by

Pres = Pav,tot−Pdem, (1)

where

Pav,tot =
N

∑
i=1

Pav,i(vi). (2)

and vi the wind speed experienced by the turbine.
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Figure 2: Induction factor a – wind speed v characteristic for several power set-points Pr . The black line corresponds to the nominal case (Pr =
Prated).
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Figure 3: Available power – wind speed v characteristic.

In high wind energy conditions, WPPs are able to meet the total power demanded by the TSO by de-loading some
wind turbines. For wind turbines with this capability, the generated power can be expressed as

Pg,i = κ1Cp(ai)v3
i = min(κ1Cp,maxv3

i ,Pr,i), (3)

where κ1 = (πρR2/2), ρ is the air density, R is the rotor radius, and Cp is the power coefficient. Beside, (3) can be
written as a function of the induction factor ai [18], i.e.

Cp,i = 4ai(1−ai)
2. (4)

In normal operation, the induction factor ai can be assumed taking values between 0 and 1/3. Therefore, (4) is
an increasing function of ai and the maximum value Cp,max is obtained at ai = 1/3. De-loading operations can be
achieved by acting, individually [19] or in simultaneously [20], on both pitch and torque control actions to ensure
sub-optimal operational conditions. According to (3), the generated power can be set to a given value Pr,i if wind
conditions allow. This expression also indicates that, for a given vi, there exists a unique 0 ≤ ai ≤ 1/3 producing
Pg,i = Pr,i. The relationship among Pg,i, vi and ai is shown in Figure 2.

The available power at each wind turbine, i.e., the maximum generation capacity for the wind conditions vi, is
given by

Pav,i = min(κ1Cp,maxv3
i ,Prated), (5)

being Prated the rated power limit. Figure 3 shows a generic available power characteristics as a function of the wind
speed.

Each turbine within a farm has different reserve capacity as wind conditions depend on the geographical distribu-
tion of the wind resources and the air flow disturbances caused by the wake effects induced by up-stream turbines.
The wake results from the interaction of the incoming wind speed vi with the wind turbine rotor, such that the wind
speed in the outflow field decreases. Despite of the complexity of the aerodynamic interactions between turbines,
suitable estimations can be achieved by modeling the wind speed deficit as a function of the geographical positions of
the wind turbines, the atmospheric wind conditions, and the control actions required for the turbines, which affect the
induction factor ai. Assuming the velocity deficit behind the upstream turbine modeled as a quasi-steady state model

3



with a linear relation between the induction factor and the downstream inlet velocity, [21, 22], the incoming wind
speed for the downstream turbine is given by

v j = vi(1−δv(x ji,si,ai)), (6)

where i ∈ {1, . . . ,N−1}, j = i+1, si is the spanwise distance behind the i-th turbine while the velocity deficit is

δv(x ji,si,ai) =

{
2aic ji if si ≤ 2R+2κrci, j

2
0 otherwise,

with the coupling parameter c ji =(2R/(2R+2κr(xi−x j)))
2 including the information about the wind turbine distance,

being xi and x j the positions of the upstream and downstream turbines respectively, and the roughness coefficient κr
that defines the wake expansion when passing through a turbine.

In light of the previous expressions, the wake effect may be modified by properly acting on the induction factors
ai with the aim of attenuating the wind deficits and thus for instance maximizing the power reserve and the wind farm
capability for providing frequency support.

3. Wind Farm controller

The primary objective of the wind farm controller is to track a power demand profile set by the TSO. This goal
can be achieved with different power contributions of each turbine. This leaves an additional degree of freedom that
can be used to satisfy other requirements. In the literature, several dispatch functions have been proposed to ensure
different goals. For example, a simple approach distributes the total power proportionally to the available power
of each turbine[23], while other distributions minimize the structural loads with the aim of ensuring a long turbine
lifetime [24, 25]. Here, we propose a control strategy that uses this degree of freedom to maximize the power reserve.

Assuming that the power Pdem demanded by the TSO is lower than the total available power Pav,tot, the objectives
are to regulate the total generated power at Pdem and maximize the total power reserve Pres. Being the power demand
Pdem a parameter set by the TSO, the maximization of power reserve implies maximizing the total available power
Pav,tot.

The available power at each turbine Pav,i depends on an increasing function of the wind speed faced by the rotor
vi (see Figure 3). Therefore, the maximization of the total available power can be seen as maximizing

J =
N

∑
i=2

vi(Pr), (7)

where Pr = [Pr,1, . . . ,Pr,N ]
T , and Pr,i is the power generation set-point at i-th turbine imposed by the wind farm control.

Due to the propagation of the wake effect, the generation conditions of the upstream turbines will affect the wind
speed experienced by downstream turbines only after a certain time interval Ts, being this the time needed by the air
flow to travel from one turbine to another. Notice that Ts can be approximated as

Ts = si/v∞, (8)

where v∞ the free-stream wind speed and si the distance between turbines.
Assume the wind turbines are evenly spaced and the set of turbine indeces

N =
{

i : 1≤ i≤ N and vi ≥ v j, for i < j
}

is sorted according to the farm layout and dominant free-stream speed direction. That is, i = 1 corresponds to the
turbine facing the free-stream speed (v∞) and i = N the last one, facing the wind speed after passing through the entire
farm. Hence, the value of the coupling parameter c j,i in (6) can be replaced by the constant κ2. Therefore, defining
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t = kTs with k ∈ Z≥0, or simply k, the wind speeds faced by each turbine can be modelled as

v1(k+1) = v∞

v2(k+1) = v1(k)(1−κ2a1(k)),

v3(k+1) = v2(k)(1−κ2a2(k)),
...

vN(k+1) = vN−1(k)(1−κ2aN−1(k)),

(9)

with
v∞(k) = v1(k)≥ v2(k)≥ v3(k)≥ ·· · ≥ vN(k). (10)

The induction factor ai is given by Pr,i according to (3). It can be seen from (3) that for a given vi an increase in Pr,i
leads to an increase in ai. From (9), this results in a higher wind speed deficit. Therefore, a heuristic approach to
maximize (7) may be to minimize the power contributions of first wind turbines and maximize the contributions of the
last ones (sorted according to N ). Keeping this idea in mind, in this work is proposed to compute the power set-point
Pr,i for each wind turbine by solving the following linear programming problem:

minimize
Pr,i

wT
ε (11a)

subject to Pdem =
N

∑
i=1

Pr,i, (11b)

|Pdem−
N

∑
j=i

Pr, j| ≤ εi, i ∈N , (11c)

Pmin,i ≤ Pr,i ≤ Pav,i, i ∈N , (11d)

where ε = [ε1, . . . ,εN ]
T , w = [w1, . . . ,wN ]

T are weights such that w1 < w2 < · · · < wN , and Pmin,i is the minimum
power contribution.

Notice that constraint (11b) can be satisfied with multiple linear combinations of Pr,i. The optimization problem
(11) seeks to find the combination with higher power contribution from the last group of turbines. In particular, with
the selection of weights w and the constraint (11c), the optimization problem can be seen as

try first Pr,N = Pdem,

if Pr,N > Pav,N then try Pr,N−1 = Pdem−Pr,N ,

if Pr,N−1 > Pav,N−1 then try Pr,N−2 = Pdem−Pr,N−Pr,N−1,

and so on, until (11b) is satisfied.

In fact, if the lower limit Pmin is removed, the problem can be solve algorithmically. Nevertheless, the lower limit is
useful to prevent the shutdown of some turbines in high wind conditions.

The optimization problem (11) is solved at every time T < Ts to produce a set of power references Pr,i, i∈N . The
application of these references alters the induction factors and thus the wake effect. As the proposed control strategy
reduces the power contribution from the first set of turbines, the wind speeds faced by the last turbines increase
resulting in higher available powers. As will be shown in the case study, after a few iterations this control strategy is
able to increase the available power in the last turbines and then in the total power reserve.

4. Case Study

4.1. Case description
The proposed control strategy was evaluated by simulation in the case of a wind farm with 12 benchmark NREL

5MW wind turbines with radius of 63 m (a diameter D = 126 m). The wind turbines are evenly spaced along x- and
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Figure 4: Wind farm layout corresponding to the case study. The turbines are considered oriented to the free-stream wind speed direction.

y-directions by 630 m (5D). Simulations were performed with the AEOLUS SimWindFarm (SWF) Simulink toolbox
[26], which uses the dynamic wake meandering model to estimate the wake effects according with the wind turbine
layout and the ambient turbulence intensity. The wind field size was 2500×2500 m2 and the 2d (x,y) grid was spaced
15 m. Simulations were performed with laminar flow conditions, while the turbulence intensity was set equal to 0
to have a clearer view of the wind speed changes produced by the proposed strategy. Different wind directions were
simulated by rotating the wind farm layout. Figure 5 shows the wind fields v∞ = 11 m/s with directions of 0 and
30 degrees in steady-state conditions.
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Figure 5: Wind fields simulated with SWF for a wind farm of 12 turbines facing a v∞ = 11 m/s. Top plot: wind field for a direction of 0 degrees.
Bottom plot: wind field for a direction of 30 degrees.

With the aim of evaluating the improvement in the power reserve, the proposed control algorithm was compared
with the commonly used power distribution [26, 19] established as

Pr,i = min
(

Pdem

Pav,tot
Pav,i,Pav,i

)
, i = 1, . . .N. (12)

4.2. Simulation Results
Scenario 1: low power demand and zero degrees wind speed direction

First, it is analyzed the system response when the power required by the TSO is set at 20 MW and the free-stream
wind speed is 11 m/s with a direction of 0 degrees. Figure 6 shows the total values of the available power Pav,tot (red
line), the power demand Pdem (dashed line), the power generated Pg (blue line), and the power reserve Pres (black line).
Initially, for t < 200 s (shadow area), the wind farm controller sets the power set-points of each turbine according to
the baseline power distribution (12). After t = 200 s, the controller starts computing the power set-points with the
proposed control strategy (11). It can be observed in Figure 6 that such strategy ensures the regulation of Pg around
the constant set-point Pdem = 20 MW during the whole simulation. On the other hand, it can also be seen that when
the proposed control strategy is applied (t ≥ 200 s), the available power Pav,tot increases from 48 to 51 MW after a few
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Figure 6: Scenario 1: Power evolution for v∞ = 11 m/s with a direction of 0 degrees.

steps. This represents (according to (1)) an increase in the power reserve Pres from 28 to 31 MW. The new steady-state
value is reached after 200 s.

Figure 7 shows the power available Pav,i (red line), the power set-points Pr,i (dashed line) and the power generated
Pg,i (blue line) for each wind turbine. The wind speed experienced by each turbine is shown in Figure 8. The shadow
areas in both figures correspond to the use of the baseline power distribution (12) (t < 200 s), in the analyzed scenario
Pdem/Pav,tot = 0.47. In Figure 8, it can be observed the wind speed deficit caused by the wake effect. With the baseline
distribution, each turbine must contribute with 47% of its available power. The turbines in the first column are facing
the free-stream speed 11 m/s, whereas the ones in the last column are experienced 10.23 m/s. As a result, the available
power Pav,i decreases from 5 MW in the first column (WT1, WT5, WT9) up to 3.71 MW in the last column (WT4,
WT8, WT12).

When the proposed control strategy is applied at t = 200 s, the power set-points of the turbines in last column are
set at the their available power. As a consequence of the larger contribution from these turbines, the remaining turbines
reduce the power generation until the minimum value Pmin,i = 1 MW. As explained in Section 3, this reduction of the
power generation in the turbines of the first columns implies a decrease of their induction factors and of the wind
speed deficit in downstream turbines. These changes take about Ts = 60 s to reach the last column (t1 ' 260 s) for
the current case. This is the time needed by the wakes to travel through the columns. At t = t1, the reduction in Pg,i
only affects the wind speeds faced by the turbines in the adjacent downstream column. The wind speed vi in Figure 8
increases with respect to the initial conditions (t < 200 s) in 1.5% for turbines WT2, WT6, WT10, in 1.3% for WT3,
WT7, WT11 and 1.2% for the last column. The increase in the wind speed faced by the downstream turbines causes
an additional increase of the available power in the last column. As a result, the control strategy imposes a higher
set-point to WT8 and WT4. The contribution of WT12 is now lower because the total available power is enough to
reach the power demand. This new distribution causes a new increase in the wind speed and thus in the available
power until an equilibrium is reached after three steps, i.e., at t3 = 200+3Ts s.

Figures 6 to 8 show that the proposed algorithm is able to reduce the wake effects and thus improves both the
overall available power and the total power reserve.

Scenario 2: low power demand and different wind directions

For a more complete evaluation of the proposed strategy towards power reserve maximization, the control system
was simulated under low power demand Pdem = 20 MW for different wind speed directions. Figure 9 shows the
power reserve for a free-stream wind speed v∞ = 11 m/s with directions of 0, 20, 40, 60, 80, 90 degrees. As in the
previous case, the baseline control is used for t < 200 s, then the new power distribution algorithm is applied. In
Figure 9, it can be seen that the proposed strategy increases the power reserve for all wind directions compared with
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Figure 7: Scenario 1: generated (Pg,i), available (Pav,i) and set-point (Pr,i) powers for each wind turbine. Shadow area: baseline power distribution
function. White area: proposed distribution algorithm.
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Figure 8: Scenario 1: wind speeds faced by each turbine. Shadow area: baseline power distribution function. White area: proposed distribution
algorithm.
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the baseline case. As mentioned in the previous section, the proposed algorithm needs several steps before reaching
the equilibrium and these step times are affected by the time required from the wakes to travel through the wind farm
columns. This propagation time is different for each direction because the distance the air flow must travel depends
on the wind speed direction. Notice that higher improvements in Pres are obtained when the wind turbines are totally
in the wakes of the upstream turbines (see Figures 4 and 5). As a result, the higher improvement occurs for both 0 and
90 degrees, namely when the wind direction is perpendicular to x- or y- directions. Under these circumstances, Pres
increases from 28 MW for t < 200 s to 30.5 MW for t > 500 s when the direction of the wind is 0 degrees and from
30 MW to 31.8 MW when the direction is 90 degrees. If the turbines are only partially affected by the wakes, as the
cases for 20, 40, 60 and 80 degrees, the additional power reserve obtained with the proposed control strategy is low
but the approach is still advantageous. For example, the difference between Pres for t < 200 s and t > 500 s is about
0.4 MW at 20 and 60 degrees, 0.92 MW and 1.4 MW for both 40 and 80 degrees, respectively.

Figure 10 presents the power reserve increments obtained with the proposed control strategy compared with the
baseline expression, i.e., ∆Pres = Pres,new−Pres,base, where Pres,new is the reserve at t > 500 and Pres,base is the power at
t = 0. In this figure, three free-stream speeds, 11, 13, 15 m/s, were considered for several wind directions. Clearly, the
proposed control achieves the highest improvement for v∞ = 11 m/s. Under these circumstances, the total available
power in the farm is close to the power demand and a clever distribution of the power contribution from each turbine
makes a significant impact over the power reserve. In this case, the maximum ∆Pres is 2.36 MW at 0 degrees, while
lower differences are obtained for high wind speed conditions. Comparing different wind speed directions, it can be
observed that the proposed control strategy produces higher improvements in the reserve for those cases with higher
air flow disturbances caused by the wakes. In particular, the lower reserve increment for the case of 90 degrees
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Figure 11: Scenario 3: power reserve for several wind directions, Pdem = 45 MW, v∞ = 11 m/s.
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Figure 12: Scenario 3: Summary of power reserve levels obtained with the proposed algorithm for several free-stream wind speeds and directions.

compared with the 0 degrees case can be understood as a consequence of the wind farm layout. When the wind speed
reaches the farm with 90 degrees, there are less turbines downstream and thus a lower wake effect. For the higher
free-stream wind speed (13 and 15 m/s), the increase in the power reserve is lower because the available power is
higher and the ratio Pdem/Pav,tot is lower. As a consequence, the power required to the first column of turbines is lower
and the wake effect less marked.

Scenario 3: high power demand and different wind directions

In Figure 11, it can be observed the power reserve in case of a high power demand scenario. The power demand
was Pdem = 45 MW and the free-stream wind speed v∞ = 11 m/s, with directions of 0, 20, 40, 60, 80, 90 degrees.
Under these wind conditions, the available power is not enough to ensure the power demand. As a result, the reserve
is almost zero except for the cases of 20, 40 and 60 degrees, in which the wake effect has less impact on the available
power. Nevertheless, the proposed approach is able to increase Pres with respect to the value obtained with the baseline
power distribution in 1.05 MW for 20 degrees, in 1.6 MW for 60 degrees and in 0.8 MW for 40 degrees

Figure 10 presents the corresponding reserve increments ∆Pres for three free-stream wind speeds 11, 13, 15 m/s
with the directions aforementioned. As the power demand is high and the available power is low in the case of 11 m/s,
the improvement is only significant for the case in which the available power is higher than zero. On the other hand,
when the wind speed is higher (13 and 15 m/s), the benefits of the proposed control strategy is more noticeable for all
the wind directions as a result of higher wind power resources.
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5. Conclusions

This paper has proposed a new control strategy to maximize the power reserve in WPPs while the power demanded
by the TSO is satisfied. The proposed approach seeks to distribute the power contribution of each turbine in order to
reduce the wind speed deficits caused by wake effects. The idea is to prioritize the power contribution of the most
downstream turbines and thus attenuating the wake disturbances. The proposed strategy was evaluated by simulation
in the case of 12 turbine WPP under different scenarios, including low and high power demands and several wind
speed conditions. The results show that the control strategy is capable of increasing the power reserve compared with
the conventional power distribution where the power set-points of each wind turbine are proportional to its available
power. The best performance is obtained when the power demanded by the TSO is close to the total available power.
In these cases, a clever distribution of the power contributions from each turbine reduces the negative effects of wakes
and produces a significant increase in the power reserve compared to the conventional approach.
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