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The management of the urban water cycle (UWC) is a subjechafkasing interest because of its
social, economic and environmental impact. The most ingmbrissues include the sustainable use of
limited resources and the reliability of service to constsneith adequate quality and pressure levels, as
well as the urban drainage management to prevent floodingalhating discharges to the environment.

Climate change is expected to produce regional changes farvexailability in the 21st century.
For example, Northern and Southern Europe are expectedprierce, respectively, an increase and
a decrease in mean precipitation, as well as an increase imaignitude and frequency of extreme events
[1]. These changes will have direct consequences throughdta on the availability and quality of water
in the water cycle. Optimal management strategies for tlsesys in the water cycle can contribute to
reduce the vulnerability of urban water systems (UWS) tmatic variability and change.

An UWC is mainly comprised of the following systems:

(i) Supply/production: water supply from superficial or enground sources and treatment to achieve
necessary quality levels,

(i) transport networks, which use natural or artificial ogf@ow channels and/or pressurized conduits to
deliver water from the treatment plants to the consumersarea

(i) water distribution to consumers, involving pressaad pipeline networks, storage tanks, booster
pumps and pressure/flow control valves,

(iv) urban drainage and sewer systems carrying waste- andmvater together to wastewater treatment
plants (WWTP), before returning it to the receiving envirant.

In urban environments, drinking water is provided by meaha drinking water network (DWN) to
consumers and industry, and sanitation/urban drainagehi®\aed through a sewer network (SN). In a
large number of cities, DWNs are managed using telemetryteledontrol systems which provide, in real
time, pressure, flow, quality and other measurements atralekey locations within the network. Flow,
pressure and storage control elements are operated frontraladispatch in a centralized or decentralized
scheme.

In some cases, advanced urban drainage systems also irsdu@dge control infrastructure, such as
detention tanks, pumps, gates and weirs. All these elememetsmonitored and controlled by using
telemetry/telecontrol systems, which involve rain-gauggworks, wastewater level and/or flow meters
in the sewers and actuators at the valves, pumps and weirsmangnication network, and monitory
and control software. The control system manages the flowsttam storage in the network in order to
minimize the risk of untreated water overflows to the strestso the receiving environment.

The use of optimal control for managing water systems toeamehenergy efficiency, cost minimization
and environmental protection is summarized in this artiélpplying optimal control concepts to water
systems requires the development of control-oriented mynianodels to represent open-channel systems
(such as rivers, canals, aqueducts or SNs), pressurized prigcombinations of both, which have nonlinear
responses to control actions, such as changing modes atetiffoperating points. Those systems also
contain storage and control elements, such as tanks andsyalth a pre-determined operational range,
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which leads to the inclusion of physical constraints in thedei. Additionally, some on-off elements such
as pumps or valves may exist.

The management of UWS must be carried out predictively. @bmaictions must be computed ahead
in time, with an appropriate time horizon, based on real messents and on state estimation, as well
as predictions of the stochastic variables involved in tleets such as consumer demands in drinking
water systems or rain intensities in urban drainage systearsvater distribution networks, the prediction
horizon is usually of 24 hours. Longer horizons are chosemwftter supply and treatment management.
For real-time control of urban drainage systems, the haszdepend on the average sewage transport
time between the discharge points and the final collectieatinent/discharge points. Thus, the length of
those horizons results to be particular for each case-sipglication, mainly depending on topographic
and physical characteristics of the terrain and the sevReeslictive and optimal control techniques are a
smart option to compute control strategies for these coxgiy@amic systems. In order to achieve certain
control goals, one or more optimization problems are posadgua cost function to represent control
goals and a set of constraints to take into account the sydy@amics and physical and operating limits.
Predictive and optimal control techniques also allow therue establish priorities among the different
control objectives, whenever these cannot be achievedltsinaously [2].

Over the past few years, Model Predictive Control (MPC) hasen to be one of the most effective
and accepted control strategies for large-scale complsiesys [3], [4]. The objective of using this
technique for controlling UWS is to compute, in a predictvay, the manipulated inputs in order
to achieve the optimal performance of the network according@ given set of control objectives and
predefined performance indices. As shown in [5], [6], [7], Buch controllers are suitable to be used in
the global/supervisory control of networks related to thiean water cycle. Figure 1 shows a conceptual
scheme for a hierarchical structure considered on the @ootmetworks related to the UWC.

This article summarizes the real-time global optimal mamagnt of two systems of the UWC, both
of them located in Barcelona, Spain: its DWN — specifically transport network — and a representative
portion of its SN. Real-time control (RTC) of both types of WAystems has received special attention
during the last few years, due to the increasing demand fprawed system performance to meet consumer
and regulatory needs, often at reduced cost [5], [11]. Th m@al to be achieved in DWNSs is to reduce
pumping costs — for instance, by filling tanks in low tariffrpels — while maintaining adequate system
pressure to meet fluctuating consumer demands [12]. Sigilarurban drainage management, the goals
are to minimize flooding and combined sewer overflow to theix@tg environment (CSO) by controlling
flow within the wastewater system, through for examplenmbtorage [13] or using underground detention
tanks, gates and pumps [6], [14].

. CONTROL-ORIENTED MODELING PRINCIPLES

Complex nonlinear models are very useful for off-line opierss (for instance, calibration and simula-
tion). Detailed mathematical representations such as é&-Senant equations for describing the open-
flow behavior in SNs [15] or pressure-flow models for DWNSs allihe simulation of those systems with
enough accuracy to observe specific phenomena, useful $ayrdand investment planning. However, for
on-line computation purposes such as those related to Igiedvaagement, a simpler and control-oriented
model structure must be conveniently selected. This sfragimodel includes the following features:

() Representativeness of the main network dynamics: Ittnpusvide an evaluation of the main
representative hydrological/hydraulic variables of tle#work and their response to control actions
at the actuators.

(i) Simplicity, expandability, flexibility and speed: Itust use the simplest approach capable of achieving
the given purposes, allowing very easily to expand and/atifpméhe modeled portion of the network.

(i) Amenability to on-line calibration and optimizatiothis modeling approach must be easily calibrated
on-line using data from the telemetry system and embeddeah ioptimization problem to achieve
the network management objectives.
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Fig. 1. Hierarchical structure for RTC system. Adapted fi@nand [7]. Here, the MPC, as the global control law, detemsithe references
(set points) for the local controllers placed at differefegngents of the networked system. These references are ¢tednpacording to
measurements taken from sensors distributed around th@nketThe management level provides the MPC with its openati objectives,
which are reflected in the controller design as the perfoomandices to be enhanced, which can be either minimized otimized,
depending on the case. Finally, water systems control regjthe use of a supervisory system to monitor the perforemmahcthe different
control elements in the networks (sensors and actuatodsjcatake appropriate correcting actions in the case wheralfunttion is detected,
to achieve a proper fault-tolerant control [10].

This section deals with the control-oriented model pritesfor the DWN and SN systems described in
this article. The distinction is done at the stage of compodescription while the structure of the model
from the merging of elements is described and discussed mfeed way for both systems, determining
then the correspondence of their variables with the comnasiables established in the control theory.

A. Drinking Water Networks (DWN)

Several modeling techniques dealing with DWNs have beesepted in the literature; see, e.g., [16],
[15]. Here, a control-oriented modeling approach that wers a flow-model is outlined, which follows
the principles presented by the authors in [5], [6] and [THe extension to include the pressure-model
can be found in [16], [15], [18]. A DWN generally contains & ¢ pressurized pipes, water tanks at
different elevation, and a number of pumping stations ardegato manage water flows, pressure and
elevation in order to supply water to consumers.

The DWN model can be considered as composed of a set of edivatielements, which are presented
and discussed below. Figure 2 shows, in a small example,nf@econnection of typical constitutive
elements.

1) Tanks:Water tanks provide the entire DWN with the storage capaifityrinking water at appropriate
elevation levels to ensure adequate water pressure sdovicensumers. The mass balance expression
relating the stored volume in the n-th tank can be written as the discrete-time difference tooia

vn(k +1) = vn(k) + At Z an' (k) = > asa(k) ) (1)



\ 4

:

=
/by
) 4

v
v

v Source N Valve ‘ Tank
-

Demand Pump Node

Fig. 2. Example of a basic topology of a generic drinking watansport network. Notice the interaction of the main ¢ibave elements
shown here: sources supply water to the system by means gispanmvalves, depending of the nature of the particular so(saperficial
or underground). Water is moved by using manipulated amtsiah order to fill detention tanks and/or supply water to deds sectors.

where¢/" (k) denotes the manipulated inflows from tjith element to the:-th tank, andy2(k) denotes
the manipulated outflows from the-th tank to theh-th element (which includes the demand flows as
outflows). MoreoverAt corresponds with the sampling time ahdhe discrete-time instant. The physical

constraint related to the range of admissible storage welumthen-th tank is expressed as
v, <v,(k) <w,, forallk, 2

wherewv,, andv,, denote the minimum and the maximum admissible storage itgpaspectively. Notice
that v,, might correspond with an empty tank; in practice this valae be set as nonzero in order to
maintain an emergency stored volume.

For simplicity, the dynamic behavior of these elements scdbed as a function of volume. However,
in most cases the measured variable is the tank water leyaligimg level sensors), which implies the
computation of volume taking into account the tank geometry

2) Actuators: Two types of control actuators are considered: valves amdpgy or more precisely,
complex pumping stations. A pumping station generally amsta number of individual pumps with fixed
of variable speed. In practice, it is assumed that the floaudpn a pumping station is a continuous variable
in a range of feasible values. The manipulated flows throdnghactuators represent the manipulated
variables, denoted ag,. Both pumping stations and valves have lower and upper palybmits, which
are taken into account as system constraints. As in (2), dheyexpressed as

Gu, < Gun (k) < Gup,  forall £, 3)



Wherequm andg,,,, denote the minimum and the maximum flow capacity of/tih actuator, respectively.
Since this modeling is stated within a supervisory contrahfework, it is assumed that@cal controller
is available, which ensures that the required flow throughattuator is obtained.

3) Nodes: These elements correspond to the network points where ilates are merged or split.
Thus, nodes represent mass balance relations, modelediaktyegonstraints related to inflows — from
other tanks through valves or pumps — and outflows, the |aggrg not only manipulated flows but also
demand flows. The expression of the mass balance in thesemewan be written as

D an k) = aplk), (4)
j h

where ¢/’ (k) denotes inflows from thg-th element to the-th node, and;./,(k) denotes outflows from
the r-th node to theh-th element. From now on, node inflows and outflows will be deddy g, and
Jout» €ven if they are manipulated variables (denoted; by

4) Demand SectorsA demand sector represents the water demand of the netwerk o a certain
physical area. It is considered as a measured disturbantieeo$ystem at a given time instant. The
demand can be anticipated by forecasting algorithms, warehintegrated within the MPC closed-loop
architecture. For the cases of study in this paper, the i#thgorproposed in [19] is considered. This
algorithm typically uses a two-level scheme composed of

(i) a time-series model to represent the daily aggregate Viawes, and

(i) a set of different daily flow demand patterns accordimgthe day type to cater for different
consumption during the weekends and holidays periods.yEyattern consists of 24-hourly values
for each daily pattern.

The algorithm runs in parallel with the MPC algorithm. Thelylaeries of hourly-flow predictions
are computed as a product of the daily aggregate flow valuetadppropriate hourly demand pattern.
Regarding the daily demand forecast, its corresponding flavdel is built on the basis of an ARIMA
time-series modeling approach described elsewhere [2@n,Tthe structure of the daily flow model for
each demand sensor may be written as

Yp(k) = =b1y(k — 1) = by (k — 2) — bsy(k — 3) — bay(k — 4) — bsy(k — 5) — bey(k — 6) — byy(k — 7). (5)

where the parametels, ..., b; are estimated based on historical data. The 1-hour flow miedehsed
on distributing the daily flow prediction provided by the @rseries model in (5) using an hourly-flow
pattern that takes into account the daily/monthly variats follows:

ypat(ka Z)
24
Z ypat(ku j)
j=1

wherey, (k) is the predicted flow for the current dayusing (5) andy,.:(k) is the prediction provided by
the flow pattern with the flow pattern class day/month of theemt day. Demand patterns are obtained
from statistical analysis.

Ypn(k +1) = yp(k), 1=1,...,24, (6)

B. Sewer Networks (SN)

Sewer are open canals. The Saint-Venant equations, bageldysital principles of mass conservation
and energy, allow the accurate description of the opentdlova in sewer pipes [15] and therefore also
allow to have a detailed nonlinear description of the sysbedmavior. These partial-differential equations
constitutes a nonlinear system, which is in general solwedtdrative numerical procedures. For an
arbitrary geometry of the sewer pipe, these equations mayhaee an analytic solution. Notice that
these equations describe the system behavior in high detanever, this level of detail is not useful for



real-time implementation in an optimal control scheme duthe complexity of obtaining the solution of
high computational cost.

Several simplified modeling techniques that deal with RTCsefver networks have been presented
in the literature, see, e.g., [21], [22], [23], [7]. The mbdg approaches presented here follow closely
the mathematical modeling principles given in [24]. Henites sewage system is divided into a set of
catchments, each one conceptually representedvasual tank as described in [24], [25].

Using the virtual tank modeling principle and the mass bagatonservation law, a sewer network can
be decomposed in a set of catchments described by using @heeiary models explained below and
shown in Figures 3 and 4, to obtain a simpler network. Thigesgntation also includes other sewer
infrastructure elements such as detention tanks, gatdsyais (other common sewage system elements
such as pumping stations can be easily represented by usngnéntioned modeling principles but are
omitted here as they are not taken into account in the SN dadg sonsidered in this article). The set
of elements is presented below. A conceptual scheme isdedlto describe its operation and also for
explaining the mathematical relations and derived eqoatio

1) Virtual and Real TanksConsider that a SN is composed kyanks, from whichn; tanks are virtual
andn, are real, withn = n; + ns. In the case of virtual tanks, used to model network catchsy¢he
mass balance equation relates the stored volume, the flossaiars going into and out of the tanks and
the rain entering the catchment as follows:

Uny (k + 1) = v, (k) + Atpn, Sy P, (k) + At <Z g (k) = q&}ﬁ(k)) , (7)
i h

wherep,, corresponds with thground absorption coefficierdf the n;-th catchments,,, is the surface
area,P(k) is therain intensityat each sample with a sampling tim¢. The manipulated variables of the
system, denoted ag,,, are the flows through control gates. Tank outflows are assumbke proportional
to the water volume currently stored within the tank, that is

where j,,, is defined as theolume/flow conversiofVFC) coefficient as suggested in [26] by using the
linear tank model approach. Notice that this relation cambee more accurate, but more complex, if (8)
is considered to be nonlinear (nonlinear tank model approaicby considering linear models with online
parameter estimation [27]. See for example [28], whereineal models are identified as a function of
inflows and outflows.

Limits on the admissible volume of real tanks are expressed a

0 <wvp,(k) <v,,, forallk, 9

where,,, denotes the maximum volume capacity. As this constrainhisieal, it is impossible to send
more water to a real tank than it can store. Notice that reddstavithout overflow capability have been
considered. Virtual tanks do not have a physical upper lonittheir capacity. This fact represents the
case when sewage level in sewers has reached a limit so tedtoaw situation or flooding to the street
occurs. Hence, when the maximum volumes reached in a virtual tank, the excess volume is redirected
to another tank/catchment within the network or to a reog\venvironment. This phenomenon is known
as combined sewer overflow (CSO). This situation implies & flew path coming from the tank and
denoted ag, (referred to awvirtual tank overfloyy, which can be expressed as

Lk D) it y(k) >
k) = At - 10
9a(F) {0 otherwise (10)
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Fig. 3. Conceptual schemes for sewer networks constitatigeents. Top graphs show the different tanks considerddtia common
way they are connected and configured (using auxiliary edsnaccording to the case). Notice that elements (a) andhfiduce to the
system switching behaviors given when their maximum capacamely flow or volume, is achieved.

Thus, outflow of virtual tank is then limited by its maximumlume capacity as follows:

donl) = {ﬁ@ it w(k)>7 1)

pu(k) otherwise

Consequently, considering this expression for tank owgrftbe difference equation (7) related to virtual
tanks becomes

Uny (k4 1) = 0y, (k) + At S, P, (k) + At (Z g (k Z (k) — qq k)) . (12)
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Fig. 4. Simple sewer network conformed by some traditiofehents. According to the case, there are different typei$ors depending
on the measurements taken. Moreover, actuators may beaygtasping stations, this latter mainly used when storinvgagge into multiple-
body tanks with complex emptying strategies. Even the WWarEsn theirself complex systems, their interconnectioti e sewer network
allows to determine the way of managing the sewage in ordavad pollution phenomena, fulfilling one of the common eohbbjectives
for these networked systems.

Real detention tanksre closed concrete structures used to store water in raimtevor this reason,
both tank inflow and outflow are controlled using gates. Siny| the admissible flows into and out of the
tank are related to the current volume stored in the tankk Tiaffow is constrained by the current sewage
volume of the real tank, by its maximum capacity and by tanlow. Since real tanks are considered
with no overflow capabilities, inflow is pre-manipulated bsing a flow diversion gate (explained below),
what results in the consideration of this component witlia todeling of the real tank. In Figure 3
show conceptual schemes of the both virtual and real tanksidered in this article. In order to restrict
the value of the manipulated floy/ (%) to satisfy the maximum flow condition in the input gate, flow
through input linkg, is expressed as

@ (k) ifqi(k) < qin(k)

Ju(k) = , 13
%(%) qn(k) otherwise (13)
However, maximum tank capacity also restricts the inflowoating to the expression
Gu(k) 1 y(k) — qou(k) < =32
o(k) =143 A 14
%(F) v otherwise (14
Finally, tank outflow is given by
ralk) i qru(k) < pu(k
QOut<k) _ QOut( ) I QOut( ) — 51)( ) (15)

pu(k) otherwise

taking into account thag},; is also restricted by the maximum capacity of the outflow lidknoted by



Gou( k). Thus, latter expressions lead to the following differeageation for real tanks in sewer networks:

v(k +1) = v(k) + At(qa(k) — qout(k)). (16)
Notice that the flow througly, corresponds to the mass balance
@ (k) = gin(k) — qa(k). (17)

2) Controlled Gates:In sewer networks, gates are used as flow control deviceserigiepgy on the
actions they perform, gates can be classifiefl@s diversion gateswhich are used to divert the sewage
flow, anddetention gateswhich are used to stop flow at a certain point in the netwarka real tank, a
detention gate is used to control the outflow. Flow divergiates, shown in Figure 3(c), divert the flow
at a junction, controlling flow from one sewer into others.eTiollowing equation expresses the mass
conservation relation in the element:

an(k) =Y dgi(k), (18)
J

wherej is an index over all manipulated gate outflows and ¢, is the flow arriving the gate.

When this modeling approach is employed, the inherent neali dynamics of the sewer network are
simplified by assuming that only flows are manipulated. Thesmtal limits must be included as constraints
on system variables (in this case, on the control inputs)ekample, variablg’ can never be larger than
the tank discharges resulting from the action of gravity loe ¢urrent volume of water stored in the tank.
This constraint is expressed by the inequality

Z (k) < Boyvn, (k). (19)

Usually, the range of actuation is also limited, so the malaifed variable must fulfill
7 < ql(k) <T@, (20)
whereg denotes the lower limit of the manipulated flow apddenotes its upper limit.
3) Nodes, Weirs and Main Sewer PipeBhese components are passive sewer infrastructure element
Since the descriptions of their dynamics are relativelyselcall of them are presented together in this

section.Nodesare points of the network where the sewage can be either gatgéd or merged. Hence,
these elements can be classifiedspstting nodesand merging nodesin the case of a set df inflows

q;, with j = 1,2, ..., h, the expression for the node outflow is expressed as
h
Gout = Z qj- (21)
j=1

Weirs are passive flow diversion devices built into sewers to @eaxcess flow from the main sewer
(nominal) to another called a spillway. This spillway leaissome cases, to an overflow discharge point
(to a treatment plant or into the receiving environment).irg/ean be seen as splitting nodes having a
maximum capacity in the nominal path.

Main sewer pipesire used as connection devices between network constiteisaments (Figure 3(d)).
The set of expressions valid to represent the behavior ofiaisve

qp if qgn>7q,
k)= 22
% (k) {qin(k:) otherwise (22a)
an(k) —q, it gn>7,
(1) = i 22b
%(?) {0 otherwise (220)

whereg, is the maximum flow through, and ¢, is the inflow.
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C. Control-oriented Model

Considering the set of compositional elements describexegbthe control-oriented model can be
obtained by joining those elements and their correspondymamic descriptions. In a general form, the
expression which collects all these dynamics can be wragethe mapping

w(k+1) = g(x(k), u(k), d(k)), (23)

wherex € X C R" corresponds to the system states; U C R™ denotes the system inputs (manipulated
variables) andl/ € D C R? denotes the system disturbancgs. R” x R™ x R? — R”™ is an arbitrary
system state function ande 7.

In the case of DWN, (23) is associated to the set of tank egpmmes in (1). Hence, a control-oriented
discrete-time state-space model that can be written as [17]

x(k+1)=Ax(k) + Bu(k)+ B, d(k), (24)

where, in particularg corresponds to the water volumef the n tanks,u represents the manipulated
flows ¢, through them actuators (pumps and valves), addcorresponds with the vector gf water
demands (measured disturbances affecting the systéni}, and B, are the system matrices of suitable
dimensions. Notice that, since the system control-oreem@del of a DWN does not collect the static
dynamics described by DWN nodes in (4), then (24) can be duntewritten as

e(k+1) = Ax(k)+T pu(k), (25a)
[ B, Ei]p(k) = o, (25b)

wherel’ = [B  B,], u(k) = [u(k)" d(k)"]", and E,, E, are matrices of suitable dimensions. Notice
that (25a) comes from the mass balance in tanks while (25mpsdrom the network nodes. Also notice
that when all the network flows are manipulated, theis an identity matrix of suitable dimensions.

The case of SN is more complex. As discussed before, the leli\vsome elements depends not only
on their own state but also on that of other elements (for gkanveirs). Therefore, although the control-
oriented model of the SN can be represented, as in the cas@/bdfsDby a collection of expressions in
(12) and (16), some tank inflows and/or outflows can show distoous dynamics. Several approaches
have been derived for expressing this control-orientedehadd [29], the mixed logical dynamics (MLD)
form

x(t+1) = Ax(t)+ Biu(t) + B2d(t) + Bsz(t) + Byd(t), (26a)
Egé(t) + EgZ(t) S Elu(t) + E4l‘(t) + E5 + E@d(t), (26b)

collects in a linear form not only the expressions for all 8 constitutive elements but also the physical
and operational constrains of those elements. In (2&orresponds to the sewage volumes the n
tanks (real and virtual), represents the manipulated sewage flgyshrough them actuators (detention
and flow diversion gates), anticorresponds to thg rain measurements (after the proper transformation
into flow considering the overall network hydrology). Additally, variabless € {0,1} andz € R, are
auxiliary variables associated with the MLD form. It has a&own that the form (26) of the SN model
is equivalent to other representations such as the pieeeafime form, the linear complementary form,
among others [30]4, B; (with i € {1,...,4}), andE; (with j € {1,...,6}) are the system matrices of
suitable dimensions (see [14] for further details).

Summarizing, Table | collects all variables related to tbatml-oriented models for DWN and SN, as
well as their descriptions.

[I. PREDICTIVE CONTROL APPROACHES

The aim of using MPC techniques for controlling networksatetl to the UWC is to compute, ahead
in time, the input actions to achieve the optimal perforneaaotthe network according to a given set of
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TABLE |
VARIABLES OF CONTROL-ORIENTED MODELS AND THEIR DESCRIPTIONS

Type of Svmbol DWN SN
variable y description description
Systems states v(k) tank volumes real/virtual tank volumes
Control inputs gu(k) manipulated flows through manlpullated_ flows through
valves and pumps detention/diversion gates
Measured disturbances d(k) water demand rain inflow

control goals. MPC strategies have some important featordsal with complex systems such as DWNs
and SNs, namely the amenability to include disturbancecasts, physical constraints and multivariable
system dynamics and objectives in a relatively simple way.

This section describes the main ideas of the global contwbter networks within the MPC framework.
The predictive control formulation shares some aspectsnmgon for both types of water networks. These
main aspects are treated in this section.

A. System Model

An adequate system model is one of the main ingredients irdéiseggn process of an MPC scheme.
In fact, the control law is related to the mathematical rataf the system model. In this article, this
aspect has been discussed in the modeling section. Herecq&tesponds to the mathematical model
considered here in the design of MPC controllers for DWNsgdReing SNs, the equivalent piecewise
linear model of and (26), proposed by [31], has been propmrhsidered.

B. System Constraints

System constraints are given by the physical nature of thi@hlas involved in the modeling process
and by some elements present in those networks, for examplging and/or splitting nodes. In general,
these constraints must not be violated due to mass conseratinciples or physical restrictions in real
elements. Taking into account the flow-based modeling agmpraliscussed in previous sections, models
of both DWNs and SNs consider tanks, links/pipes and pumap&s as some of their compositional
elements. This fact implies the determination of hard aanstis for their physical limits as follows:

() For tank volumetric capacities — network state variableare limited by

M < (k) < 2™ forallk, ie{l,...,n} (27)

where 2™ and 2™ denote the minimum and maximum volume capacity, respdgtigéven in
cubic meters.
(i) For flows in actuators and in the interconnection links,

u™ < (k) < oM™ forall k, i€ {1,...,m} (manipulated variables) (28a)
g™ < q(k) <M forallk, ic{l,...,my} (other links, if any) (28b)

7 )

where u™ or ¢™" and " or ¢"* denote the minimum and the maximum flow capacities, re-

spectively, given in rfy/s. Moreover,m, corresponds with the number of non manipulated links in
SNs.

C. Control Objectives and Cost Functions

It is possible to use different control objectives for eacttwork of the UWC depending on the
operational goals sought by the operators. This sectiooritbes the most common control objectives
and the resultant multi-objective cost function for eacksecaMany other criteria can be included by
defining the corresponding objective function.
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1) Objectives in DWNFor DWNSs, this article considers and discussed the follgvaontrol objectives
[17], [32]:

a) Minimization of water production and transport cost$he main economic costs associated
with drinking water production are due to treatment proesssvater acquisition or use costs and,
most importantly, to electricity costs for pumping. Deliveg this drinking water to appropriate pressure
levels through the network involves important electriaitysts in booster pumping as well as elevation
from underground devices. In a specific case, this objeaam be mathematically formulated as the
minimization of

Ji(k) £ (o1 + az(k)) qu(k), (29)

where a; corresponds to a known vector related to the economic cdstiseowater depending on the
selected water source, amd(k) is a vector of suitable dimensions associated to the ecanoost of
the flow through certain actuators (pumps only) and theitrobost (pumping). Note thé-dependence
of a, since the pumping cost has different values according tovéiniable electric tariffs along a day.

b) Appropriate management of safety water storadée satisfaction of water demands must be
fulfilled at all times. However, some risk prevention medears need to be introduced in the tank
management so that, additionally, the stored volume isepaibfy maintained above certain safety value
for eventual emergency needs and to guarantee future watgalality. Therefore, this objective may be
achieved by minimizing the following expression:

~J (v(k) = v T (u(k) — ) if  o(t) < v
i {0 otherwise (30)

wherev***is a term which determines the safety volume to be considerettie control law computation.
This term might appear as unnecessary given the guarantebe #PC design but, since a trade-off
between the other costs and the volumes is present, theottentwould tend to keep the lowest possible
the tanks water volumes. This fact would reduce the safelyhefsystem to handle unexpected extra
demands, such as fire extinction, among others.

¢) Smoothing of control actionsvalves must also operate smoothly in order to avoid big tesnts
in the pressurized pipes. This fact could lead to poor pipeditimn. The use of a smooth reference
changes alsbelpsthe lower-level regulator performance. Similarly, watemfs requested from treatment
plants must have a smooth profile due to plants operatiomati@nts. To obtain such smoothing effect,
control signal variation between consecutive time intlsra therefore penalized. The penalty term to be
minimized is
where Aq, (k) £ q.(k) — qu(k — 1).

2) Objectives in SNsThe sewer system control problem has multiple objectivébk different priority
[7]. According to the literature of SNs, the common contrbjeztives for the management of SNs are
briefly discussed below in a given order of decreasing fyiori

a) Minimization of flooding in streetsin cases of severe rain, wastewater and stormwater of the
sewer system can saturate the pipes, flowing to the streetsn @at this situation must be avoided, the
related objective can be defined as the minimization of therftows to the street in main sewers and
catchments, that is,

k) — g7 (q(k) — ¢7) if k) > g/,
(k) = (q(k) —q’)" (a(k) —q) a(k) = q (32)
0 otherwise

whereq’ corresponds with the vector of flooding flows of the involvéeneents.
b) Minimization of the CSO to the receiving environme@80 is produced when untreated sewage
flows reach a spillway to the receiving environment. Thisiagibn must also be avoided, whenever
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possible. At each time instant the following expression ningsminimized

J2<k>={(Q(k)_qp°'>T (a(k) — ) if q(k) > ¢,

33
0 otherwise (33)

whereg™ is the maximum flow allowed just before releasing sewagedadieeiving environment. Notice
that this term can be seen as a special case of the first olgjegtiere only the overflows going to a
receiving environment are taken into account. This allowhadve this trade-off between retaining water
in the network at cost of possible flooding in streets, or dwvig that flooding but generating pollution.
c) Maximization of the treated sewag&his objective aims at reducing the amount of untreated
sewage that is released to a received environment. Thisiie\ed by minimizing the following expression:

J3(k) = (q(k) — ¢"*)" (q(k) — ¢"®), (34)

where¢™" is the maximum allowed flow into the WWTP. A secondary purpofthis objective consists
in trying to empty detention tanks as soon as possible inrdocdanticipate future rainstorms. Additionally,
this objective indirectly reduces pollution to the enviment by means of using in an optimal way the
storage capacity of the network and, at the same time, thactgpof the treatment plan.

3) Multi-objective performance functionfhe multi-objective performance functiqfi(k) that gathers
the aforementioned control objectives, either in the cddBWIN or SN can be written as

k) = Z%‘Jj(kf), (35)

where a set ofp control objectives are considered and, in turnmalti-objective OOP is stated. The
prioritization of the control objectives is performed byingsthe order of the mathematical cost function
associated to each objective, and also a set of approprieights,. These weights are selected off-
line by means of trial and error procedures, taking into aotahe priority of each objective within the
cost function. More sophisticated tuning methodologiestiming multiobjective control problems based
on lexicographic minimizers [2], goal programming [33], Bareto-front computations [34] may be also
considered.

D. MPC Problem Formulation

Collecting the parts described in previous subsectioesMRC design follows the traditional procedures
presented in [35], [36], [3], which involve solving an opteation problem over a prediction horizdi,,
where a cost function is minimized subject to a set of physacal operational constraints. Once the
minimization is performed, a vector df,, control actions over?, is obtained. Only the first component
of that vector is considered and applied to the plant. Thegatore is repeated for the next time instant
taking into account the feedback measurements coming fhensystem, following the classic receding-
horizon strategy.

In general terms, the MPC controller design is based on th&iso of a open-loop optimization
problem (OOP)

V(k mmZZ*yj (k +1i|k), (36)

=0 j=1

subject to the system model and the physical and operatmreatraints, wheréd, corresponds to the
prediction horizon, and indek represents the current time instant while indegpresents the time instant
along H,. Hence, notatiork + i|k denotes the time instart+ i given k. Notice that (36) corresponds
with (35) over the prediction horizon.

According to the case, the minimum Wk, H,) is achieved by finding a set of optimal variables which
generally correspond with the manipulated variables ofsysgtem model but that could include further
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variables of diverse nature. Hence, for a prediction windéhength H, and considering € R*» as the
set of s optimization variables for each time instant ovéy, the multi-objective optimization problem
can be formulated as

min [ (2) (37a)
{z€R*P}
subject to
Hy(z) <0, (37b)

where f(z) comes from the manipulation of (36). Moreovéf, (=) and H(z) are vectors of dimensions
r;H,x1 andr.H, x 1, respectively, containing the constraint functions. Heyrés the number of inequality
constraints and. is the number of the problem equality constraints. Noticd {87b) and (37c) gather
all problem constraints including those from the system ehotthe physical restrictions of its variables
and the operational and management constraints.

Assuming that the OOP (37) is feasible forc R*!», there exists an optimal solution given by the
sequence

22 (2 (0fk), 2" (L[K), ..., 2" (Hyk)) (38)
and then the receding horizon philosophy sets [35]
2unc(z(k)) £ 27 (0]k) (39)

and disregards the computed inputs frére= 1 to £ = H,, repeating the whole process at the following
time step. Equation (39) is known #se MPC law

Therefore, the MPC problem formulation in DWNs and SNs gitles expressions for each of the
problem parts described above. Thus, mapping (23) mustdacexd by the system modeling in (25) or
in (26) when treating a DWN or a SN, respectively. Finallypstaints in (37b) and (37c) are conveniently
expressed taking into account the type of network and itst@oitive components, for example, constraints
in (25b) must be included when a DWN is considered. SimiJatystraints in (26b) are taken into account
for MPC problems in SNs. In both cases, constraints (2) ah@r@ always included. In order to manage
the uncertainty of the system disturbances over the predibbrizon, a suitable approach is the stochastic
paradigm, which includes explicit models of uncertainistigrbances in the design of control laws and by
transforming hard constraints into probabilistic conistia As reviewed in [37], the stochastic approach is
a classic one in the field of optimization, a renewed attentias been given to the stochastic programming
[38], as a powerful tool for robust control design, leadingthe Stochastic MPC and specially to the
Chance-Constrained MPC (CC-MPC) [39].

[1l. APPLICATION RESULTS. BARCELONA (SPAIN) NETWORKS

In this section, some relevant results obtained from the NB@lication to the global control of real
water network systems in Barcelona (Spain) are presentédoaefly discussed. The case studies have
been implemented using two software tools developed joimyl the authors’ team and the AGBAR and
CLABSA companies in Barcelona. These tools are CORAL (fosfsMWhich is described in [40], and
PLIO (for DWNSs), described in [18], [27].

The optimization method used by the software tools to sdieerésulting optimization problems (37)
is ageneralized reduced gradient seaydhst suggested in [41], implemented in the CONOPT solver as
part of the GAMS library, which can cater for the nonlinearfpamance index and constraints. It starts
by finding a feasible solution; then, an iterative procedotl®ws, which consists ofi) finding a search
direction, through the use of the Jacobian of the constaihé selection of a set of basic variables and the
computation of the reduced gradiefit) performing a search in this direction, through a pseudo-tdew
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process; all until a convergence criterion is met. A desicnipof the algorithm and its implementation
may be found in the GAMS solver manuals and deeply reportdd2h

The mathematical models have been obtained by using the lmgaeethodologies described in this
manuscript. Real data collected from the SCADA associateithé Barcelona drinking water and sewer
network have been used according to the case. For the cake BMYN, this real data corresponds with
the water demand of the network users during several yearsvéh the information of performance of
the local controllers at the network actuators (valves amuiging stations). On the other hand, real data
from the SN corresponds with measurements of rain sensamsgdseveral years. The sewage system
has been simulated by using a high-fidely model implememedl©@USE and developed by CLABSA
company. On the other hand, the DWN has been simulated witgtaaledd SIMULINK model, which has
been validated by AGBAR company against their historic data

A. Results with the Barcelona DWN

Using the modeling methodology discussed above, a coatrefted model for the Barcelona complete
transport network has been built; see Figure 5. This moddiders 63 storage tanks (states), three surface
sources and six underground sources, 79 pumps, 50 valvesdB3 and 88 demands (disturbances). Using
this model, the control strategies for the network actisaswe obtained. In this case study, the prediction
horizon is 24 hours, due to the daily periodicity of demandd aperation. Regarding the value &,
it has been set to be equal if,, following the operational needs of the DWN management. Aaied
forecast during this horizon is provided by a demand systaseth on time series techniques described
in the modeling section. [17], [19].

Results obtained by using the designed MPC control are cardpaith those obtained employing the
current local control approach. The local control is basedPtDs, whose objective is to maintain the
water level in the tanks inside pre-established boundsghvimight vary during the day in order to take
into account the demand variation by pumping more or lesgmwhlotice that the mentioned comparison
is performed between the performance reached by the lo&alcBhtroller already in place and tuned
by the company experts, and the global (supervisory) MPGralbder providing optimal set-points to the
currently existing PID control loops. Basically, it is a cpamison of loops with and without supervisory
control. On the other hand, centralized and decentralipedral approaches are not in the scope of this
manuscript. However, comparisons and discussions in #atesover the Barcelona DWN case study
have been already carried out [43], [44].

Table 1l summarizes the obtained control results in termpeformance (water and electrical cost)
over four days of typical demand. The water supplied for ¢htegir days is shown in Figure 6. In this
table, the performance indices representing costs ar@ giveconomic units (e.u) instead of a currency
due to confidentiality restrictions.

TABLE Il
CLOSED-LOOP PERFORMANCE RESULT$ALL VALUES IN E.U.)

Demand Current Control MPC Control

Episodes Water Electricity Total Water Electricity Total
2007-07-23 514 257 770 26818%) 229 (-11%) 497 (-55%)
2007-07-24 508 273 781 33B3%) 231 (-15%) 560 (-37%)
2007-07-25 519 251 770 31(B9%) 228 (-9%) 545 (-41%)
2007-07-26 537 246 783 32410%) 229 (-7%) 553 (-41%)

From Table I, it can be noticed that

(i) MPC produces an improvement in the reduction of watets;dsetween the 30% and the 50% with
regard to the current control with fixed real flows since th8mjzer can maximize the water source
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Fig. 5. The Barcelona DWN is managed by the AGBAR water compkrsupplies drinking water to Barcelona city and its mptlitan
area. The main sources of water are the Ter and Llobregasriwnich are regulated at their head by some dams with aralbwapacity
of 600 hnt. Currently, there are four drinking water treatment plafisTP): the Abrera and Sant Joan Despi plants, which extwaocer
from the Llobregat river, the Cardedeu plant, which exsagater from Ter river, and the Besos plant, which treatsutiderground flows
from the aquifer of the Besos river. There are also sevarderground sources (wells), which can provide water thigugmping stations.
Those different water sources currently provide a flow ofuathb7 n¥/s. The most important sources in terms of capacity are Szt J
Despi and Cardedeu. The maximum flow that can be taken frerfirst is about 5 s, while from the second is about 7fa. The water
price from each source is different depending on waterrireats and legal extraction canons.

contribution, if possible. However, this is not always pbksdue to legal and contractual reasons
not related to the network characteristics (operatiomaitéi of actuators and tanks).

(i) MPC minimizes the electrical costs by pumping as muclpassible during the cheapest time period
(typically during nights).

Figure 6 shows the evolution of the flow from all sources whelARQVis used. Figure 7 compares the
operation of some representative pumping stations wheautrent control — the control strategy currently
used by the management company — and MPC are used. FingllyeR8 shows the volume evolution of
some network tanks, as well as their maximum and safety vedéuwwvhen each of these control strategies
are used.

B. Results with the Barcelona SN

The city of Barcelona has a combined sewage system (CSS)pobxdmately 1697 km length in the
municipal area plus 335 km in the metropolitan area, but 6d4.43 km are considered as the main sewer
network. It is worth to notice that Barcelona has a popufatidich is around 1.59 million inhabitants on
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Fig. 6. Inflows from the network sources. In the top graph tla¢ewsupplies are shown in red for the Ter river, in blue fer nt Joan
Despi superficial source, in cyan for the Sant Joan Desgéngnound, and in green for the Abrera treatment plant. énktbttom graph
the sum of all flows and its average is shown. The mean flow frdobregat source is about 5%ts, while the rest of water needed to
satisfy the total demand is taken from Ter and Abrera souifles water flow from underground sources is penalized inra@avoid their
over-exploitation. In fact, these sources are rarely used.

a surface of 98 k) approximately. This fact results in a very high density opplation. Additionally, the
yearly rainfall is not very high (600mm/year), but it inceglheavy storms (up to 90mm/h) typical of the
Mediterranean climate that can cause a lot of flooding probland CSO to the receiving environment.
CLABSA is the company in charge of the sewage system managemBarcelona. Their remote control
system is in operation since 1994, which includes senseggjlators, remote stations, communications
and a control center. Nowadays, the urban drainage systataios 21 pumping stations, 36 gates, 10
valves and 8 detention tanks, which are regulated in ordesrévent flooding and CSO. The remote
control system is equipped with 56 remote stations, incdgd3 rain-gauges and 136 water-level sensors.
These latter elements provide real-time information alvaufall and water levels into the sewage system.
All the information is centralized at the control centeraigh a SCADA system. The regulated elements
— pumps, gates and detention tanks — are currently cordrtzally, that is, they are handled from the
remote control center according to the measurements obsensnnected only to local stations.

From the whole sewer network of Barcelona, this article @®rs a portion that is representative of
the main phenomena and the most common characteristice a@rtire network. For this representative
portion, shown in Figure 9, a calibrated and validated mafethe network is available. This model
has been obtained by using the virtual modeling methodology rain-gauge data corresponding to an
interval of several years.

Using this model, an MPC controller is designed to provide set-points for the network actuators
(local control loops). The correspondirg, is 30 minutes (six samples), with a sampling time of five
minutes. A rain forecast during this horizon may be providgdn external rain forecasting system based
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Fig. 7. Electrical fee effects on pumps operation. In bothpgs thescaled electric cost is shown in green and the real flow, which
corresponds with data from the real actuator manipulateriopmed by the company, is shown in dotted-dashed blagk Moreover. the
optimized flow determined by the MPC controller is shown ineblThe top graph corresponds with the outflow from Findssglumping
station, while the bottom graph shows the outflow from Sard@a Cervelld6 pumping station. When MPC is consideredait be noticed
that, pumping stations work during the time interval witheahest economic cost, if possible. For instance, the flowpednby Santa
Coloma Cervelld pumping station decreases during thosedsewhere the economic cost is not minimal. In contraséréhs not enough
flow from Finestrelles pumping station if water is only purdpguring the cheapest period of economic costs. Hence, timgpjng station
must pump water during other periods but the flow rate is lower

on a meteorological radar, if available, or it may be comguitgernally using a sample-hold assumption
[45].

To compare the performance of the current control strateggd on local controllers with the designed
MPC strategy for global management, three different reial saenarios are considered:

a) Rain scenario 1 (05/01/2006)his is a common winter rain occurred in Barcelona (apprexety
a 2-month averageeturn period. It is neither very intense nor very long. The maximum iisignoccurs
in rain gaugeP;; (see Figure 9), with 49.2 mm/h, and its duration is about 3r$otlihis rain does not
cause flooding, so the interest for the test is to avoid CSMsspi

b) Rain scenario 2 (12/09/2006)This is a common summer rain occurred in Barcelona (approx.
1-year return period). It is intense and longer. The maxinmiensity occurs in rain gauge; (see Figure
9), with 128.4 mm/h, and its duration is about 3 days but wighigrls of no rain. This rain may cause
flooding if the management of detention tanks is not appabd@yiso the interest for the test is to manage
flooding and also to avoid CSO spills.

c) Rain scenario 3 (31/07/2002)This is a short and very intense rain. It has an average return
period of about eight years. This rain causes flooding. Thie p@rformance expected is during the first
hours of the event control devices must be managed so thatiripas minimized and, after the rain
event, the CSO spill are highly minimized.

Figure 10 shows that more volume of water is treated by the W\hen MPC is used, while Figure 11
shows the comparison of CSO volumes in the rain scenario@gldbal management reduces significantly
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Fig. 8. Volume evolution of some tanks. In both graphs, tta velume is shown in dotted-dashed black, the optimizedmel is show in
blue, and the penalization volume is shown in dashed redtdhgraph corresponds with the the tank d200ALT, where the&NBntroller
makes the volume lower than the real operation performechbymanagement company. This fact yields in less economis cbsvater
transport while decreasing the system safety againstréailurhe bottom graph corresponds to the tank d70BBE, wiheredlume never
violates the constraints imposed by the MPC controler, imtrest with the case of the real data.

TABLE 11l
CLOSED-LOOP PERFORMANCE RESULT FOR SOME RAIN EPISODESLL VALUES IN CUBIC HECTOMETERYS)

Rain Current Control MPC Control

Episodes Flooding Pollution Treated W. Flooding Pollution Treated W
05/01/2006 0 203 77 0 16(717%) 116 (33%)
12/09/2006 5662 740 352 40728%) 670 (-9%) 404 (12%)
31/07/2002 5553 643 144 5438%) 588 (-8%) 198 (27%)

the volume of CSO in this scenario. It can be noticed that tM#'M? operational constraints are satisfied
when the global control is used since they are imposed adregits in the MPC strategy.
Table 11l presents the results obtained with the differexih rscenarios using the current local control
strategy and the global control one based on MPC. Lookindpege results, the following observations
can be drawn:
() In terms of the water volume treated by the WWTP, the glawmeatrol strategy always outperforms
the local control in all the considered scenarios.

(i) The CSO spill released to the sea is significantly reduiog the global control in all scenarios.

(i) Flooding is also reduced by the global control stratégsed on MPC compared to the local control
strategy, although the rain scenarios 12/09/2006 and 21002 still cause some flooding due to
limitations on the infrastructure.
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Fig. 9. The considered Barcelona Test Catchment (BTC) hasletention tanks: Zona Universitaria Detention Tahk) @nd Doctors Dolsa
Detention TankT»). Additionally, one large sewer — marked as CSO sewer — witassociated detention gate, is used as additional storage
capacity. This procedure is calleéd-line detention Gates operating with global control are the detention atethe output of detention
tanks (15 and Ci9), the in-line detention gate (CSO) and the flow diversioredat;1), which connects the two detention tanks. Eleven
measurement points are considered for flooding control énctiise of the global control strategy. A waste water treatmplamt (WWTP)

with a maximum treatment capacity of 2°fa is located to the end of the BTC. Flows to the WWTP which aggédr than this maximum
value are released to the sea, generating CSO. Using thelvisnk approach, the BTC model has 12 state variablesspamneling to the
volumes in the 12 tanks (two real, ten virtual), four conirgduts, corresponding to the gates and five measured distogls corresponding

to measurements of rain precipitation at the sub-catchsneinthe BTC.

IV. CONCLUSIONS

The increasing use of advanced information and commupitdéchniques to manage water systems
contributes, to a great extent, to achieving environmeatal social goals in several fields (see, for
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Fig. 10. Comparison of WWTP volume in local and global cohtshown in blue and red, respectively. It can be noticed thatWwWTP
is used for longer time at the maximum capacity in global adrthan when only local control is used, reducing the paslutto the sea.
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Fig. 11. Comparison of the CSO volume to the sea in local anbajlcontrol, shown in blue and red, respectively. It can bseoved
that the global control reduces significantly the volume &GC(pollution to the sea) in this scenario compared to thalloontrol. This
improvement is achieved thanks to the better usage of tH@merretention capacity of the network.

instance, [46]). This article shows how the concepts of MR@ be used to efficiently solve complex
management problems in real systems of the urban water. &atdcularly, this control technique allows
to consider different issues on the behavior of these néwabsystems and to cope with different intrinsic
characteristics that can not be treated by using other aostirategies.

The different intrinsic characteristics of drinking wateetworks and sewer networks have been de-
scribed and appropriate mathematical solutions to tadkdenthave been presented. Similarly, realistic
operational goals of drinking water networks and sewer agts/have been outlined and modeled. The
article shows the results obtained by applying the MPC whth gireviously described approaches in two
realistic cases taken from the corresponding networks iceana.
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VI. SIDEBAR S1: SOFTWARE ToOL FORMPC DESIGN OFDWNS
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Fig. 12. PLIO interface corresponding to the model managedute than allows creating/updating the model of the watgwark in a
user friendly way.

A general-purpose decision support tool has been develapedlows the user to implement opti-
mal/predictive control techniques in large-scale drigkimater systems [18]. The tool has been called
PLIO. An important feature of PLIO compared to other exigtiools is the application of a unified
approach to the complete drinking water system includingpBes, production, transport and distribution
and, therefore pressurized and open-channel dynamicgltameously. The modeling and predictive
control problem solution algorithm in PLIO are designed feal-time decision support, in connection
with a supervisory control and data acquisition system. jéraulic modeling relies on simple, but
representative enough dynamic equations whose paranstenrecalibrated on-line using recursive pa-
rameter estimation and real data obtained from sensorseiméftwork. Demand forecast models, based
on time series analysis, are also dynamically updated. &aletime calibration using recursive parameter
estimation methods contributes to dealing with hydrauficartainty. This modeling choice, as well as the
optimization method selection allows PLIO to deal with véayge scale systems. Another distinguishing
feature is its capability to accommodate complex operatigoals. PLIO was developed jointly by
the AGBAR Group and SAC (Advanced Control Systems Group) BCUUniversitat Politecnica de
Catalunya) and CSIC (Spanish National Research Counaitye@tly, PLIO is in the process of becoming
a commercial product Aqualogy AquaAmbiente S.A.
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VIlI. SIDEBAR S2: SOFTWARE TOOL FORMPC DESIGN OFSNSs
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Fig. 13. CORAL interface corresponding to the model managedule than allows creating/updating the model of the seweéwork in
graphical way using the virtual modeling approach.

CORAL is a general-purpose decision support tool that alolae user to apply and implement in
real-time predictive optimal control techniques in lasgale urban drainage/sewer systems [40], [18].
The model methodology used by this software tool is desdrinethe modeling section of this article.
CORAL has been jointly developed by CLABSA and UPC and has ladeady tested off-line in Escola
Industrial and Riera Blanca test catchments of the Bareetmwer network as described in [6] and [27].
It was also tested on the Murcia (Spain) network to study #esibility and potential benefits of the
construction of three detention tanks and the use of flowrsiiwa gates. CORAL was developed jointly
by the AGBAR Group and SAC (Advanced Control Systems Growg)RC (Universitat Politecnica de
Catalunya) and CSIC (Spanish National Research Counailye@tly, CORAL is also in the process of
becoming a commercial product Aqualogy AquaAmbiente S.A.
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VIIl. SIDEBAR S4: VIRTUAL TANK CONCEPT

Water leaks Water leaks

Water leaks

Fig. 14. Sewer network modeling by means of interconnectgdal tanks. Each tank represents a catchment in the sestefork.

At any given time, let the virtual tank be a storing elemerdt ttepresents the total volume of sewage
inside the sewer mains associated with a determined sehroant of a given sewer network. The sewage
volume is computed through the mass balance of the storeonmeéglthe inflows and outflows related to
the sewage mains and the equivalent inflow associated wethaim water [24], [25], [14].
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Fig. 15. Hourly pattern of a demand sector that repeats ¢iegtly every day.

IX. SIDEBAR S5: WATER DEMAND FORECAST

Demand forecasting plays an important role in the efficieanagement of a DWN since allows to
program the pumping arrangements over the next 24 hoursgakilvantage of the electricity tariff
structure. A review of the scientific literature confirms ttleaconsiderable amount of effort has been
expended on water-demand forecasting. In the case of am®hicontrol, the interest is restricted to
short term time scale (hourly/daily) rather than annuafithly which is used for longer-term water-
resources planning. Most of the developed methodologrdsdorly forecasts exploit the recurring patterns
and periodicities that exist in water-demand data, at wffelevels of temporal aggregation. A detailed
analysis of the observed hourly and daily water-demand-terees revealed the existence of patterns in
which it is possible to identify seasonal and weekly pegdds in daily water demands as well as daily
periodicities in hourly water demands. Figure 15 shows aatehprofile corresponding to the 24-hour
demand distribution in one demand sector. Similar demantknpg are used on all demand locations.
From the literature analysis, the most used methods deselégr short-term demand forecast relies in
the combined used of time-series analysis and demand pa{te?], [47].
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Fig. 16. Heavy rain scenario occurred at Barcelona on Sdmerid, 1999. It can be seen that the big peak of rain in a veoyt sime
period.

X. SIDEBAR S6: RAIN INTENSITY FORECAST

Radar and rain gauges are the most common measurementdléatiog rainfall data. Together with
rainfall radar, rain gauges are widely used to estimate teal and spatial distribution of rainfall. Unlike
rainfall radar which can estimate rainfall at a high resolutover a large area, rain gauges can only
measure rainfall directly at point locations (see Figur¢ tb6observe rainfall readings provided by the
rain-gauges of the Barcelona sewer network during a reals@enario. As a remote sensing observation,
rainfall radar can allow the prediction of short-term fasts based on the current weather situation,
which can provide useful information on rainfall distritart. Rainfall occurrence in a particular area can
be studied in order to provide the rainfall rate which camthe used in the future for predicting rainfall
levels for similar weather situations. Although radar deta is affected by problems such as ground
occlusion and altitude effects, it could be very useful affidient in short-term forecasting which is also
called nowcasting. Weather radars transmit a pulse of radies and detect any rainfall mass through
detection of electromagnetic reflection. More preciselygféectivity-rainfall (Z — R) relationship is built
to produce reliable radar-based predictions of rainfansities applying radar reflectivity data. The rain
intensity R is related to the radar reflectiod according to the power law. The rainfall amounts can
be estimated involving the use of reflection by means of Zhe R relation. In this way, the weather
radars have the potential to estimate the rainfall. Regeihthas been proved that the prediction based on
weather radar yielded a satisfactory result with a smaliaye error rate and also proved to be accurate,
even more accurate in totaling rainfall than rain gauge rsoishesome cases.
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