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Finding correspondences between two point-sets is a common step in many vision applications (e.g.,
image matching or shape retrieval). We present a graph matching method to solve the point-set corre-
spondence problem, which is posed as one of mixture modelling. Our mixture model encompasses a
model of structural coherence and a model of affine-invariant geometrical errors. Instead of absolute
positions, the geometrical positions are represented as relative positions of the points with respect to
each other. We derive the Expectation–Maximization algorithm for our mixture model. In this way,
the graph matching problem is approximated, in a principled way, as a succession of assignment prob-
lems which are solved using Softassign. Unlike other approaches, we use a true continuous underlying
correspondence variable. We develop effective mechanisms to detect outliers. This is a useful technique
for improving results in the presence of clutter. We evaluate the ability of our method to locate proper
matches as well as to recognize object categories in a series of registration and recognition experiments.
Our method compares favourably to other graph matching methods as well as to point-set registration
methods and outlier rejectors.

� 2011 Elsevier Inc. All rights reserved.
1. Introduction

The correspondence problem in computer vision tries to deter-
mine which parts of one image correspond to which parts of an-
other image. This problem often arises at the early stages of
many computer vision applications such as 3D scene reconstruc-
tion, object recognition, pose recovery and image retrieval. So, it
is of basic importance to develop effective methods that are both
robust – in the sense of being able to deal with noisy measure-
ments – and general – in the sense of having a wide field of
application.

The typical steps involved in the solution of the correspondence
problem are the following. First, a set of tentative feature matches
is computed. These tentative matches can be further refined by a
process of outlier rejection that eliminates the spurious correspon-
dences or alternatively, they can be used as starting point of some
optimization scheme to find a different, more consistent set.

Tentative correspondences may be computed either on the ba-
sis of correlation measures or feature-descriptor distances.

Correlation-based strategies compute the matches by means of
the similarity between the image patches around some interest
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points. Interest points (that play the role of the images’ parts to
be matched) are image locations that can be robustly detected
among different instances of the same scene with varying imaging
conditions. Interest points can be corners (intersection of two
edges) [1–3], maximum curvature points [4–6] or isolated points
of maximum or minimum local intensity [7].

On the other hand, approaches based on feature-descriptors
use the information local at the interest points to compute
descriptor-vectors. Those descriptor-vectors are meant to be
invariant to geometric and photometric transformations. So that,
corresponding areas in different images present low distances
between their feature-descriptors. A recent paper by Mikolajczyk
and Schmid [8] evaluate some of the most competent
approaches.

Despite the invariance introduced during the detection/descrip-
tion and the matching phases, the use of local image contents may
not suffice to get a reliable result under certain circumstances (e.g.,
regular textures, multiple instances of a given feature across the
images or, large rigid/non-rigid deformations). Fig. 1 shows an
example of a matching by correlation of a scene under rotation
and zoom.

It is a standard procedure to exploit the underlying geometry of
the problem to enforce the global consistency of the correspon-
dence-set. This is the case of the model fitting paradigm RANSAC
[10] which is extensively used in computer vision to reject outliers.
thod for point-set correspondence using the EM algorithm and Softassign,
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Fig. 1. Two sample images belonging to the class Resid from Ref. [9] with
superposed Harris corners [1]. The green lines represent the tentative correspon-
dences computed by matching by correlation. The red dots are unmatched points.
There are several misplaced correspondences. (For interpretation of the references
to colour in this figure legend, the reader is referred to the web version of this
article.)

Fig. 2. The green lines represent the resulting RANSAC inliers from the initial
correspondence-set from Fig. 1. Only a few inliers are found by RANSAC. This
may not be suitable in the cases when a more dense correspondence-set is
needed.
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It selects random samples of correspondences from a tentative set
and use them to fit a geometric model to the data. The largest con-
sensus obtained after a number of trials is selected as the inlier
class. Another effective outlier rejector is based on a Graph Trans-
formation [11]. This is an iterative process that discards one outly-
ing correspondence at a time, according to a graph-similarity
measure. After each iteration, the graphs are reconfigured in order
to reflect the new state of the remaining correspondences. The pro-
cess ends up with two isomorphic graphs and the surviving corre-
spondences constitute the inlier class.

The main drawback of these methods is that their ability to ob-
tain a dense correspondence-set strongly depends on the reliability
of the tentative correspondences. Since they are unable either to
generate new correspondences or to modify the existing ones, an
initial correspondence-set with few successes may result in a
sparse estimate. This is illustrated in Fig. 2.

Other approaches such as Iterative Closest Point (ICP) [12] that
fall into the optimization field, attempt to simultaneously solve the
correspondence and the alignment problem. Despite they are able
to modify the correspondences at each iteration, simple nearest
neighbor association is prone to local minima, specially under
bad initial alignment estimates.

Attributed relational graphs (more generally, graphs) are repre-
sentational entities allowing for attributes in the nodes and rela-
tions among them in the edges. Attributed graph matching
methods are optimization techniques that contemplate these two
types of information to compute the matches and therefore, do
not rely on simple nearest neighbor association. In the following
section, we review the process of solving the correspondence prob-
lem in computer vision using graph techniques.
Please cite this article in press as: G. Sanromà et al., A new graph matching me
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1.1. The correspondence problem in computer vision using graphs

The first step at solving the correspondences between two
images is to extract their graph representations.

In the case of general images, a commonly adopted representa-
tion is to associate feature points to nodes and generate the edge
relations following either a Delaunay triangulation [13] or a k-
nearest-neighbor strategy [11].

In the case of binary shape images, it is common to extract the
graphs using the shapes’ medial axis or skeleton [14,15]. Some ap-
proaches to chinese character recognition represent the strokes in
the nodes [16,17]. However, it is more usual to represent the skel-
etal end-and-intersection-points in the nodes, and their links in the
edges. Some approaches use Shock-graphs [18–20] or Attributed
skeletal graphs [21]. These are types of graphs which are closely
related to the skeletal representations and therefore, cannot be ap-
plied to more general computer vision problems.

Labeling objects of a scene using their relational constraints is at
the core of all general-purpose graph-matching algorithms. An
early attempt to discrete labeling was by Waltz [22]. Rosenfeld
et al. [23] developed a model to relax the Waltz’s discrete labels
by means of probabilistic assignments. They introduced the notion
of compatibility coefficients and laid the bases of probabilistic
relaxation in graph matching. Hummel and Zucker [24] firmly posi-
tioned the probabilistic relaxation into the continuous optimiza-
tion domain by demonstrating that finding consistent labelings
was equivalent at maximizing a local average consistency func-
tional. Thus, the problem could be solved with standard continu-
ous optimization techniques such as gradient ascent. Gold and
Rangarajan [25] developed an optimization technique, Graduated
Assignment, specifically designed to the type of objective functions
used in graph matching. They used a Taylor series expansion to
approximate the solution of a quadratic assignment problem by a
succession of easier linear assignment problems. They used
Softassign [26–28] to solve the linear assignment problems in the
continuous domain. The key ingredients of their approach were
two-way constraints satisfaction and a continuation method to
avoid poor local minima.

Another family of approaches, also in the continuous optimiza-
tion domain, uses statistical estimation to solve the problem.
Christmas et al. [29] derived the complete relaxation algorithm,
including the calculation of the compatibility coefficients, follow-
ing the Maximum A Posteriori (MAP) rule. Hancock et al. [30,31]
used cliques, a kind of graph sub-entities, for graph matching. Fur-
thermore, they proposed a new principled way of detecting outli-
ers that consists in measuring the net effects of a node deletion
in the retriangulated graph. Accordingly, an outlier is a node that
leads to an improvement in the consistency of the affected cliques
after its removal. Nodes are regularly tested for deletion or reinser-
tion following this criterion.

Hancock et al. [32,31] formulated the problem of graph match-
ing as one of probability mixture modelling. This can be thought of
as a missing data problem where the correspondence indicators are
the parameters of the distribution and the corresponding nodes in
the model-graph are the hidden variables. They used the Expecta-
tion–Maximization (EM) Algorithm [33] to find the Maximum
Likelihood (ML) estimate of the correspondence indicators. Han-
cock et al. [34,31] presented approaches to jointly solve the corre-
spondence and alignment problems. They did so by exploiting both
the geometrical arrangement of the points and their structural
relations.

The advantages of posing graph matching as a joint correspon-
dence and alignment problem, are twofold. On one hand, structural
information may contribute to disambiguate the recovery of the
alignment (unlike purely geometric approaches). On the other
hand, geometrical information may aid to clarify the recovery of
thod for point-set correspondence using the EM algorithm and Softassign,
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the correspondences in the case of structural corruption (unlike
structural graph matching approaches).

We present a new graph matching approach aimed at finding
the correspondences between two sets of coordinate points. The
main novelties of our approach are:

� Instead of individual measurements, our approach uses rela-
tional information of two types: structural and geometrical.
This contrasts with other approaches that use absolute geomet-
rical positions [31,34].
� It maintains a true continuous underlying correspondence var-

iable throughout all the process. Although there are approaches
that relax the discrete assignment constraints through the use
of statistical measurements, their underlying assignment vari-
able remains discrete [30–32,34].
� We face the graph matching problem as one of mixture model-

ling. To that end, we derive the EM algorithm for our model and
approximate the solution as a succession of assignment prob-
lems which are solved using Softassign.
� We develop effective mechanisms to detect and remove outli-

ers. This is a useful technique in order to improve the matching
results.

Fig. 3 shows the results of applying our method to the previous
matching example.

Although they are more effective, graph matching algorithms
are also more computationally demanding than other approaches
such as the robust estimator RANSAC. Suboptimal graph matching
algorithms, such as the ones treated in this paper, often present an
OðN4Þ complexity. However, graph matching algorithms can be
very useful at specific moments during a real-time operation,
e.g., when the tentative correspondence-sets are insufficient for
further refinement or when drastic discontinuities appear in the vi-
deo flow that cause the tracking algorithms to fail. When these cir-
cumstances are met, it may be advisable to take a couple of
seconds in order to conveniently redirect the process. We present
computational time results that demonstrate that our algorithm
can match a considerable amount of points in an admissible time
using a C implementation.

The outline of this paper is as follows: In Section 2, we formalize
some concepts such as graphs representations and correspondence
indicators. The mixture model is presented in Section 3. In Section
4, we give the details on the optimization procedure using the EM
algorithm. The mechanisms for outlier detection are presented in
Section 5. Before the experimental validation is provided in Section
7, we briefly overview some methods related to ours in Section 6.
Last, discussion about the results and concluding remarks are given
in Sections 8 and 9.
Fig. 3. Superposed on the images there are the extracted graphs. Blue lines within
each image represent the edges, generated by means of a Delaunay triangulation on
the nodes. The nodes correspond to the Harris corners. The green lines represent the
resulting correspondences of applying our method, using as starting point the
correspondence-set of Fig. 1. Our approach arrives at a correct dense correspon-
dence-state, while still leaving a few unmatched outliers in both images.
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2. Graphs and correspondences

Consider two graph representations G = (v,D,p) and H =
(w,E,q), extracted from two images (e.g., Fig. 3).

The node-sets v ¼ fva;8a 2 Ig and w ¼ fwa;8a 2 Jg contain
the symbolic representations of the nodes, where I ¼ 1 . . . jvj and
J ¼ 1 . . . jwj are their index-sets.

The vector-sets p ¼ ~pa ¼ pH
a ; p

V
a

� �
;8a 2 I

� �
and

q ¼ ~qa ¼ qH
a ; q

V
a

� �
;8a 2 J

� �
, contain the column vectors of the

two-dimensional coordinates (horizontal and vertical) of each
node.

The adjacency matrices D and E contain the edge-sets, repre-
senting some kind of structural relation between pairs of nodes
(e.g., connectivity or spatial proximity).

Hence,

Dab ¼
1 if va and vb are linked by an edge
0 otherwise

�
(the same applies for Eab).

We deal with undirected unweighted graphs. This means that the
adjacency matrices are symmetric ðDab ¼ Dba;8a; b 2 IÞ and its ele-
ments can only take the {0,1} values. However, our model is also
applicable to the directed weighted case.

The variable S represents the state of the correspondences be-
tween the node-sets v and w. Therefore, we denote the probability
that a node va 2 v corresponds to a node wa 2w as saa 2 S.

It is satisfied that:X
a2J

saa 6 1;8a 2 I ð1Þ

where the probability of node va being an outlier equals to

1�
X
a2J

saa ð2Þ
2.1. Geometrical relations

Similarly as it is done with the structural relations, instead of its
individual measurements, our aim is to consider the geometrical
relations between pairs of nodes. To that end, we define the new
coordinate vectors ~xab ¼ ð~pb �~paÞ;8a; b 2 I and
~yab ¼ ð~qb �~qaÞ;8a; b 2 J , that represent the coordinates of the
points ~pb and ~qb relative to ~pa and ~qa, respectively. Accordingly,
we define a new descriptor xa for node va, as the translated posi-
tions of the remaining points so that their new origin is at point
~pa, i.e., xa ¼ f~xai; i 2 Ig. Similarly for graph H; ya ¼ f~yaj; j 2 Jg. This
is illustrated in Fig. 4.

Affine invariance is introduced at the level of node descriptors
so, we consider different affine registration parameters Uaa for
each possible correspondence va ? wa. Since geometrical informa-
tion is used in a relational way, affine registration does not depend
on any translation parameter. Affine registration parameters Uaa
are then defined by the 2 � 2 matrix

Uaa ¼
/11 /12

/21 /22

� �
:

We denote the whole set of affine registration parameters as
U = {Uaa,"a,a}.

3. A mixture model

Our aim is to recover the set of correspondence indicators S that
maximize the incomplete likelihood of the relations in the ob-
served graph G. Since the geometrical relations are compared in
an affine invariant way, we contemplate the affine registration
thod for point-set correspondence using the EM algorithm and Softassign,
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Fig. 4. The entire point-set p(a) and, the descriptors x1(b), x2(c) and x3(d), that represent the spatial distribution of the point-sets around their new origins ~p1;~p2 and ~p3,
respectively.
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parameters U. Ideally, we seek the correspondence indicators that
satisfy:

S ¼ arg maxbS fmaxbU PðGjbS; bUÞg ð3Þ

The mixture model reflects the possibility that any single node
can be in correspondence with any of the reference nodes. The
standard procedure to build likelihood functions for mixture distri-
butions consists in factorizing over the observed data (i.e., ob-
served graph nodes) and summing over the hidden variables (i.e.,
their corresponding reference nodes). We write,

PðGjS;UÞ ¼
Y
a2I

X
a2J

Pðva;wajS;UaaÞ ð4Þ

where P(va,wajS,Uaa) represents the probability that node va corre-
sponds to node wa given the correspondence indicators S and the
registration parameters Uaa. We are assuming conditional indepen-
dence between the observed nodes.

Following a similar development than Luo and Hancock [32] we
factorize, using the Bayes rules, the conditional likelihood in the
right hand side of Eq. (4) into terms of individual correspondence
indicators, in the following way.

Pðva;wajS;UaaÞ ¼ Kaa

Y
b2I

Y
b2J

Pðva;wajsbb;UaaÞ ð5Þ

where

Kaa ¼
1

Pðvajwa;UaaÞ

� �jIj�jJ j�1

ð6Þ

If we assume that the observed node va is conditionally depen-
dant on the reference node wa and the registration parameters Uaa
only in the presence of the correspondence matches S, then
P(vajwa, Uaa) = P(va).

If we assume equiprobable priors P(va), then we can safely dis-
card these quantities in the maximization of Eq. (3), since they do
not depend neither on S or U.

The main aim of Eq. (5) is to measure the likelihood of the cor-
respondence between nodes va 2 v and wa 2w, by evaluating the
compatibility of the pairwise relations emanating from them, by
means of the correspondence indicators sbb.

3.1. A probability density function

In the following, we propose a density function for measuring
the conditional likelihood of the individual relations in the right
hand side of Eq. (5).

For the sake of clarity, we will define our density function in dif-
ferent stages. First, we will propose separate structural and geo-
metrical models in the case of binary correspondence indicators,
i.e., sbb ¼ f0;1g;8b 2 I ;8b 2 J . Next, we will fuse these separate
relational models into a combined one and, last we will extrapolate
to the case of continuous correspondence indicators.
Please cite this article in press as: G. Sanromà et al., A new graph matching me
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Regarding the structural relations, we draw on the model in
[32,34]. It considers that structural errors occur with a constant
probability Pe. This is, given two corresponding pairs of nodes
va ? wa, vb ? wb, we assume that there will be lack of edge-sup-
port (i.e., Dab = 0 _ Eab = 0) with a constant probability Pe. Accord-
ingly, we define the following likelihood function

PðDab; EabjsbbÞ ¼
ð1� PeÞ if sbb ¼ 1 ^ Dab ¼ 1 ^ Eab ¼ 1
Pe otherwise

�
ð7Þ

With regards to the geometrical relations we consider that, in
the case of correspondence between nodes vb and wb, an affine-
invariant measurement of the relative point errors Pð~xab;~yabjUaaÞ
(for brevity Paabb) is appropriate in gauging the likelihood of the
relation~xab. We use a multivariate Gaussian distribution to model
this process. We write

Paabb ¼
1

2pjRj1=2 exp �1
2
ð~xab �Uaa~yabÞTR�1ð~xab �Uaa~yabÞ

� �
ð8Þ

where R is a diagonal variance matrix and, Uaa~yab are the trans-
formed coordinates~yab according to the affine registration parame-
ters Uaa, a 2 � 2 matrix of affine scale and rotation parameters. Note
that~xab and ~yab are already invariant to translation (Fig. 4).

In the case of no correspondence between nodes vb and wb, we
assign a constant probability q that controls the outlier process
(see Section 5). Therefore, the conditional likelihood becomes

Pð~xab;~yabjsbb;UaaÞ ¼
Paabb if sbb ¼ 1
q if sbb ¼ 0

�
ð9Þ

Now it is turn to define a combined measurement for the struc-
tural and geometrical likelihoods. To this end, we fuse the densities
of Eqs. (7) and (9) into the following expression:

Pðva;wajsbb;UaaÞ ¼
ð1� PeÞPaabb if sbb ¼ 1 ^ ðDab ¼ 1 ^ Eab ¼ 1Þ
PePaabb if sbb ¼ 1 ^ ðDab ¼ 0 _ Eab ¼ 0Þ
Peq if sbb ¼ 0

8><>:
ð10Þ

The above density function is defined only in the case of binary
correspondence indicators sbb. We extrapolate it to the continuous
case by exploiting, as exponential indicators, the conditional
expressions of Eq. (10) in the following way,

Pðva;wajsbb;UaaÞ¼½ð1� PeÞPaabb�DabEabsbb ½PePaabb�ð1�DabEabÞsbb ½Peq�ð1�sbbÞ

ð11Þ

Fig. 5 shows an illustrative plot of the density function of Eq.
(11).

Substituting Eq. (11) into (5) (and discarding the observed node
priors P(va)), the final expression for the likelihood of the corre-
spondence between nodes va and wa, expressed in the exponential
form, is:
thod for point-set correspondence using the EM algorithm and Softassign,
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Fig. 5. Density function of Eq. (11), an extension of the function of Eq. (10) to
continuous correspondence indicators. Each solid curve represent either the case of
edge-support (i.e., Dab = 1 ^ Eab = 1) or lack of it (i.e., Dab = 0 _ Eab = 0). At the
extrema of each curve (i.e., sbb = {0,1}), represented with black dots (�), we find the
three cases of Eq. (10).
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Pðva ;wajS;UaaÞ¼ exp
X
b2I

X
b2J

sbb DabEab ln
1�Pe

Pe

	 

þ ln

Paabb

q

	 
� �
þ lnðPeqÞ

	 
( )
ð12Þ

This is, the exponential of a weighted sum of structural and geo-
metrical compatibilities between the pairwise relations emanating
from nodes va 2 v and wa 2w. The weights sbb play the role of
selecting the proper reference relation (wa,wb) that it is appropri-
ate in gauging the likelihood of each observed relation (va,vb).

These structural and geometrical coefficients (i.e.,
DabEab ln 1�Pe

Pe

� �
and ln Paabb

q

� �
) are equivalent to the compatibility

coefficients of the probabilistic relaxation approaches [23,24,29].
In this way, the structural and geometrical compatibilities are
posed in a principled, balanced footing.

4. Expectation maximization

The EM algorithm has been previously used by other authors to
solve the graph matching problem [31,32]. It is useful to find the
parameters that maximize the expected log-likelihood for a mix-
ture distribution. In our case, we use it to find the correspondence
indicators that maximize the expected log-likelihood of the ob-
served relations, given the optimal alignments. From Eqs. (3) and
(4), we write,

S ¼ arg maxbS maxbUaa

X
a2I

ln
X
a2J

Pðva;wajbS; bUaaÞ
" #( )( )

ð13Þ

Dempster et al. [33] showed that maximizing the log-likelihood
for a mixture distribution is equivalent at maximizing a weighted
sum of log-likelihoods, where the weights are the missing data
estimates. This is posed as an iterative estimation problem where
the new parameters S(n+1) are updated so as to maximize an objec-
tive function depending on the previous parameters S(n). Then, the
most recent available parameters S(n) are used to update the miss-
ing data estimates that, in turn, weigh the contributions of the log-
likelihood functions. Accordingly, this utility measure is denoted

KðSðnþ1ÞjSðnÞÞ ¼
X
a2I

X
a2J

Pðwajva; S
ðnÞ;UaaÞ ln Pðva;wajSðnþ1Þ;UaaÞ

ð14Þ

where the posterior probabilities of the missing data given the most
recent available parameters P(wajva, S(n), Uaa) weigh the contribu-
tions of the conditional log-likelihood terms.

The basic idea is to alternate between Expectation and Maximi-
zation steps until convergence is reached. The expectation step in-
volves computing the posterior probabilities of the missing data
using the most recent available parameters. In the maximization
Please cite this article in press as: G. Sanromà et al., A new graph matching me
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phase, the parameters are updated in order to maximize the ex-
pected log-likelihood of the incomplete data.

4.1. Expectation

In the expectation step, the posterior probabilities of the miss-
ing data (i.e., the reference graph measurements wa) are computed
using the current parameter estimates S(n).

The posterior probabilities can be expressed in terms of condi-
tional likelihoods, using the Bayes rule, in the following way:

Pðwajva; S
ðnÞ;UaaÞ ¼

Pðva;wajSðnÞ;UaaÞP
a0

Pðva;wa0 jSðnÞ;Uaa0 Þ
� RðnÞaa ð15Þ

Substituting our expression of the conditional likelihood of Eq.
(12) into Eq. (15), the final expression for the posterior probabili-
ties becomes,

RðnÞaa ¼
exp

P
b2I

P
b2J

sðnÞbb DabEab ln 1�Pe
Pe

� �
þ sðnÞbb ln Paabb

q

� �
þ lnðPeqÞ

h i( )
P
a02J

exp
P
b2I

P
b2J

sðnÞbb DabEa0b ln 1�Pe
Pe

� �
þ sðnÞbb ln Paa0bb

q

� �
þ lnðPeqÞ

h i( )
ð16Þ
4.2. Maximization

Maximization is done in two steps. First, optimal registration
parameters Uaa are computed for each P(va,wajS,Uaa). Last, global
correspondence indicators are updated using the optimal Uaa’s.

4.2.1. Maximum likelihood affine registration parameters
We are interested in the registration parameters that lead to the

maximum likelihood, given the current state of the correspon-
dences S(n). In other words, the node descriptors xa and ya must
be optimally registered before we can estimate the next correspon-
dence indicators S(n+1). It is important that the registration do not
modify the origins of the node descriptors, since these are the loca-
tions of the evaluated nodes va and wa. As consequence, the regis-
tration parameters Uaa are a 2 � 2 matrix of affine rotation and
scaling parameters (without translation).

Therefore, we recover the Maximum Likelihood (ML) registra-
tion parameters Uaa, directly from Eq. (12). This is,

Uaa ¼ argmaxbUaa

flnPðva;wajSðnÞ; bUaaÞg

¼ argmaxbUaa

X
b2I

X
b2J

sðnÞbb ln
bPaabb

q

 !
þDabEabsðnÞbb ln

1�Pe

Pe

	 

þ lnðPeqÞ

" #( )
ð17Þ

We discard all the terms constant w.r.t the registration param-
eters and obtain the following equation:

Uaa ¼ arg maxbUaa

X
b2I

X
b2J

sðnÞbb lnðbPaabbÞ
( )

ð18Þ

Now, we substitute the geometrical likelihood term by its
expression of Eq. (8). We discard the constant terms of the multi-
variate Gaussian function and cancel the exponential and the
logarithm functions, thus turning the maximization problem into
a minimization one, by removing the minus sign of the exponen-
tial. We get the following expression:
thod for point-set correspondence using the EM algorithm and Softassign,
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Fig. 6. The outer loop gradually increase the Softassign parameter l, thereby
pushing from continuous to discrete solutions. This reduces the chances of getting
trapped in local minima [25]. The body contains the pseudo-code of the E and M
steps. Each iteration of the inner loop performs one step of the EM algorithm.
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Uaa ¼ arg minbUaa

X
b2I

X
b2J

sðnÞbb ð~xab � bUaa~yabÞTR�1ð~xab � bUaa~yabÞ
( )

ð19Þ

We seek the matrix of affine parameters

Uaa ¼
/11 /12

/21 /22

� �
that minimize the weighted sum of squared Mahalanobis distances
between the relative points~xab and the transformed relative pointsbUaa~yab. The coefficients sbb weigh the contribution of each pairwise
distance in a way that the resulting registration will tend to mini-
mize the distances between the relative positions of those vb and
wb with the larger correspondence indicators.

Further developing Eq. (19), we obtain the following objective
function:

E ¼
X
b2I

X
b2J

sbb xH
ab�/11yH

ab�/12yV
ab

� �2
=r2

Hþ xV
ab�/21yH

ab�/22yV
ab

� �2
=r2

V

� �
ð20Þ

where~xab ¼ xH
ab; x

V
ab

� �
and~yab ¼ yH

ab; y
V
ab

� �
contain the horizontal and

vertical coordinates of vb and wb relative to va and wa, respectively,
and R ¼ diag r2

H;r2
V

� �
is a diagonal matrix of variances.

Minimization of Eq. (20) w.r.t. the affine parameters /ij is done
by solving the set of linear equations dE=d/ij ¼ 0.

4.2.2. Maximum likelihood correspondence indicators
One of the key points in our work is to approximate the solution

of the graph matching problem by means of a succession of easier
assignment problems. Following the dynamics of the EM algo-
rithm, each one of these problems is posed using the most recent
parameter estimates. As it is done in Graduated Assignment [25],
we use the Softassign [26–28] to solve the assignment problems
in a continuous way. The two main features of the Softassign are
that, it allows to adjust the level of discretization of the solution
by means of a control parameter and, it enforces two-way con-
straints by incorporating a method discovered by Sinkhorn [26].
The two-way constraints guarantee that one node of the observed
graph can only be assigned to one node of the reference graph, and
vice versa. In the case of continuous assignments, this is accom-
plished by applying alternative row and column normalizations
(considering the correspondence variable S as a matrix). Moreover,
Softassign allows us to smoothly detect outliers in both sides of the
assignment (see Section 5).

According to the EM development, we compute the correspon-
dence indicators S(n+1) that maximize the utility measure of Eq.
(14). In our case, this equals to

Sðnþ1Þ ¼ arg maxbS fKðbSjSðnÞÞg
¼ arg maxbS

X
a2I

X
a2J

RðnÞaa

X
b2I

X
b2J

ŝbb DabEab ln
1� Pe

Pe

	 
�	(

þ ln
Paabb

q

	 
�
þ lnðPeqÞ



ð21Þ

where RðnÞaa are the missing data estimates.
Rearranging, and dropping the terms constant w.r.t the corre-

spondence indicators, we obtain

Sðnþ1Þ ¼ argmaxbS
X
b2I

X
b2J

ŝbb

X
a2I

X
a2J

RðnÞaa DabEab ln
1�Pe

Pe

	 

þ ln

Paabb

q

	 
� �( )
ð22Þ

which, as it can be seen in the following expression, presents the
same form as an assignment problem [25]
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Sðnþ1Þ ¼ arg maxbS
X
b2I

X
b2J

ŝbbQ ðnÞbb

( )
ð23Þ

where the Q ðnÞbb are the benefit coefficients for each assignment.
Softassign computes the correspondence indicators in two

steps. First, the correspondence indicators are updated with the
exponentials of the benefit coefficients:

sbb ¼ expðl Q bbÞ ð24Þ

where l is a control parameter. Second, two-way constraints are
imposed by alternatively normalizing across rows and columns
the matrix of exponentiated benefits. This is known as the Sinkhorn
normalization and it is applied either until convergence of the nor-
malized matrix or a predefined number of times.

Note that, the correspondence indicators sbb will tend to dis-
crete values (sbb = {0,1}) as the control parameter l of Eq. (24) ap-
proaches to 1.

We also apply the Sinkhorn normalization to the posterior
probabilities of the missing data so that they are more correlated
with the correspondence indicators.

Since the matrices may not be square (i.e., different number of
nodes in the observed and reference graphs), in order to fulfill the
law of total probability, we complete the Sinkhorn normalization
process with a normalization by rows.

Fig. 6 shows the pseudo-code implementation of our method.

5. Outlier detection

A node in one graph is considered to be an outlier if it has no
correspondent node in the other graph.

Consider, for example, the case of Fig. 3. The rightmost nodes in
the right image are outliers originated from the detection of fea-
tures in the non-overlapping parts of the images. On the other
hand, the unmatched nodes in the overlapping parts are outliers
originated by differences in the feature detection patterns.

Outliers can dramatically affect the performance of a matching
and therefore, it is important to develop techniques aimed at min-
imizing their influence [35].

According to our purposes, a node vb 2 v (or wb 2w) will be con-
sidered an outlier to the extent that there is no node wb;8b 2 J (or
thod for point-set correspondence using the EM algorithm and Softassign,
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vb;8b 2 I) which presents a matching benefit Q ðnÞbb above a given
threshold.

From Eqs. (22) and (23), the benefit values have the following
expression:

Q ðnÞbb ¼
X
a2I

X
a2J

RðnÞaa DabEab ln
1� Pe

Pe

	 

þ ln

Paabb

q

	 
� �
ð25Þ

Note that, the value of q controls whether the geometrical com-
patibility term contributes either positively (i.e., q < Paabb) or neg-
atively (i.e., q > Paabb) to the benefit measure.

We model the outlier detection process as an assignment to (or
from) the null node. We consider that the null node has no edges at
all and, all the geometrical terms Paabb involving it are equal to q.
Under these considerations, the benefit values of Eq. (25) corre-
sponding to the null assignments are equal to zero. We therefore
create an augmented benefit matrix eQ ðnÞ by adding to Q(n) an extra
row and column of zeros. This extra row and column represent the
benefits of the null assignments (i.e., Qb;;8b 2 I and Q ;b;8b 2 J ).

We apply the Softassign (exponentiation and Sinkhorn normal-
ization) to the augmented benefit matrix eQ ðnÞ. When performing
Sinkhorn normalitzation we keep in mind that the null assign-
ments are special cases that only satisfy one-way constraints. This
is, there may be multiple assignments to null in both graphs. Final-
ly, the extra row and column are removed leading to the resulting
matrix of correspondence parameters S(n+1). This process is illus-
trated in Fig. 7.

As the control parameter l of the Softassing increases, the rows
and columns of S(n+1) associated to the outlier nodes, tend to zero.
This fact reduces the influence of these nodes in the maximization
phases of the next iteration that, in turn, lead to even lower bene-
fits, and so on.

It is now turn to define the value of the constant q. Since q is to
be compared with Paabb, it is convenient to define it in terms of a
multivariate Gaussian measurement of a distance threshold. This
is,

q ¼ 1

2pjRj1=2 exp �1
2
~dTR�1~d

� �
ð26Þ

where R ¼ diag r2
H;r2

V

� �
is the same diagonal variance matrix as we

use in Eq. (8) and~d ¼ ðdH
;dV Þ is a column vector with the horizontal

and vertical thresholding distances.
Note that the quotient within the geometrical compatibility

term can be equivalently expressed as:

Paabb

q
¼
ePaabb

~q
ð27Þ

where we have removed the constant multiplicative factor 1/
2pjRj1/2 from q and Paabb in order to set ~q and ePaabb.
Fig. 7. The Softassign and ou
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Expressing the thresholding distances as a quantity propor-
tional to the standard deviations of the data (i.e.,
~d ¼ ðNrH;NrV Þ), we get

~q ¼ exp �1
2

NrH

rH

	 
2

þ NrV

rV

	 
2
" #( )

¼ expð�N2Þ ð28Þ

So, we define q as a function of the number N of standard devi-
ations permitted in the registration errors, in order to consider a
plausible correspondence.
6. Related methods

In this section we briefly overview two existing methods related
to ours that are used in the experiments.

Cross and Hancock performed graph matching with a Dual-Step
EM algorithm [31]. They update alignment parameters according
to the following rule.

Uðnþ1Þ ¼ arg maxbU
X
a2I

X
a2J

Pðwajva;U
ðnÞÞfaaðf ðnÞÞ ln Pðva;wajbUÞ ð29Þ

where faa(f(n)) is the expected value for the assignment probabilities
regarding the structural consistency of the mappings defined by the
correspondences f ðnÞ; Pðva;wajbUÞ is a multivariate Gaussian mea-
surement of the point position errors given the alignment parame-
ters and, P(wajva,U(n)) is the posterior probability term computed in
the E-step.

Correspondence variables are estimated in a discrete way with
the following Maximum a Posteriori rule.

f ðnþ1ÞðaÞ ¼ arg max
a

Pðwajva;U
ðnÞÞfaaðf ðnÞÞ ð30Þ

Luo and Hancock presented a Unified framework for alignment
and correspondence [34] that maximizes a cross-entropy measure
in an EM-like fashion. They estimate Maximum Likelihood align-
ment and correspondence parameters according to the following
rules.

Uðnþ1Þ ¼ arg maxbU
X
a2I

X
a2J

Q ðnÞaa ln Pðva;wajbUÞ ð31Þ

and

Sðnþ1Þ ¼ arg maxbS
X
a2I

X
a2J

PðnÞaa ln Qðva;wajbSÞ ð32Þ

where Q ðnÞaa and PðnÞaa are the posterior probability terms according to
structural and positional observations and P(�) and Q(�) are the cor-
responding probability density functions. Correspondence variables
are updated in a discrete way.
tlier detection process.

thod for point-set correspondence using the EM algorithm and Softassign,
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7. Experiments and results

We assess the performance of our method in terms of registra-
tion accuracy and recognition ability.

We have not found the parameter q to be specially application
dependant since the same value for this parameter has offered a
fair performance in all the variety of experiments presented. In this
sense, the parameter Pe is more application dependant since it
establishes the scale of the structural contribution of our model
which is to be added to the geometric contribution in order to
set up the consistency measure of Eq. (25). Specifically, the value
of the structural contribution depends on this scale parameter as
well as the mean node degree (i.e., the mean number of incident
edges upon each node).

We have tried to be as efficient as possible in the implementa-
tions of all the methods. Unless otherwise noted, all the computa-
tional time results refer to Matlab� run-times. All the experiments
have been conducted on an Intel� Xeon� CPU E5310 at 1.60 GHz.
Fig. 8. Ratio of the log-likelihood of the suboptimal solution found by our method
to that of the ground truth solution, according to our model. As the deformation
increases the likelihood of the ground truth solution falls below other (partially
incorrect) solutions. Each location on the plots is the mean of 25 experiments (5
random patterns of points by 5 random deformations).
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Fig. 9. Correct correspondence rate with respect to the amount of noise in the point
7.1. Registration experiments

These experiments are aimed at testing the ability of our meth-
od to locate correct matches.

Performance is assessed by either the correct correspondence
rate or the mean projection error depending on whether the graphs
are synthetically generated (with known ground truth correspon-
dences) or extracted from real images (with known ground truth
homography). We compare to other graph matching methods as
well as to known point-set registration methods and outlier
rejectors.

All the graphs used in this section have been generated by
means of Delaunay triangulations over point-sets, where each
point has been assigned to a node. We have conducted matching
experiments on randomly generated graphs and have experimen-
tally found that the values of ~q ¼ expð�1:62Þ and Pe = 0.03 perform
well for this type of graphs. Therefore, we have used these values
for our method in all the experiments in this section.

The parameters for the rest of the methods have been set using
the same procedure.

This section is divided as follows. In Sections 7.1.1 and 7.1.2 we
use synthetic graphs to evaluate specific aspects of our model. In
Section 7.1.3 we use real images.
positions (expressed proportionally to the variance of the data). Each location on
the plots is the mean of 25 experiments (5 random patterns of points by 5 random
deformations).
7.1.1. Synthetic non-rigid deformations

In the first set of experiments we evaluate the matching ability
in the presence of non-rigid deformations. We have matched ran-
domly generated patterns of 15 points with deformed versions of
themselves. Deformations have been introduced by applying ran-
dom Gaussian noise to the position coordinates of the points.

In the synthetic experiments we assess the performance of each
method through the correct correspondence rate. To see how this
performance measure is related to our model we measure the ratio
LEM�Soft=Lgtr , between the value of the log-likelihood function at the
solution found by the EM algorithm and that at the ground truth
matching.

From Eq. (4) the expression of log-likelihood function according
to our model is the following:

L ¼
X
a2I

ln
X
a2J

Pðva;wajbS; bUaaÞ
" #

ð33Þ

Fig. 8 shows that even though there is an increasing trend in the
disagreement between the model hypothesis and the established
ground truth as the deformation increases, such a disagreement re-
mains close to the optimum value of 1 for deformations up to 20%.
Please cite this article in press as: G. Sanromà et al., A new graph matching me
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We have compared the correct correspondence rates of our
method (EM-Soft) to that of the graph matching + point-set align-
ment methods Dual-Step and Unified. The Dual-Step has been
implemented with an affine geometrical model as well as the capa-
bility of detecting outliers. Such an outliers-detection capability in-
creases considerably its required computational time but,
evaluating the performance of this feature is an important aspect
in our experiments. All the approaches have been initialized with
the resulting correspondences of a simple nearest neighbor associ-
ation. Fig. 9 shows the correct correspondence rates with respect to
the amount of noise. The mean computational times are: 14.6 s
(EM-Soft), 124.5 s (Dual-Step) and 0.91 s (Unified).

The computational time obtained with a C implementation of
our method is 0.24 s.
7.1.2. Synthetic addition of random points
The next set of experiments evaluates the matching ability in

the presence of outliers. We have randomly added outlying points
thod for point-set correspondence using the EM algorithm and Softassign,
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Fig. 10. Correct correspondence rate with respect to the number of outliers in each
side. Each location is the mean of 125 experiments (5 random inlier patterns by 5
random outlier patterns by 5 random ground-level non-rigid noise).
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Fig. 11. Plots of the computational times with respect to the number of outliers.
The time (vertical) axis is in logarithmic scale.
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(with no correspondence in the other side) to both synthetic pat-
terns of 15 points. We have preserved a proportion of ground-level
non-rigid noise of 0.02 between the inliers of both patterns. In or-
der to contribute positively to the correct correspondence rate,
outliers must not be matched to any point while, inliers must be
assigned to its corresponding counterpart. The approaches com-
pared in this experiment are those with explicit outlier detection
mechanisms. These are RANSAC (affine) [10], Graph Transformation
Matching (GTM) [11] and Dual-Step [31].

GTM is a powerful outlier rejector based on a graph transforma-
tion that holds a very intuitive idea. We use the same strategy
as in [11] consisting in using k-NN graphs with k = 5 instead of Del-
aunay triangulations in order to present the results for the GTM
method. However, similar results are obtained using Delaunay
triangulations.

All the methods have been initialized with the resulting corre-
spondences of a simple nearest neighbor association. Fig. 10 shows
the correct correspondence rate with respect to the number of out-
liers and Fig. 11 shows the computational times.
7.1.3. Real images
We have performed registration experiments on real images

from the database in Ref. [9]. Point-sets have been extracted with
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the Harris operator [1]. Each pair of images shows two scenes re-
lated by either a zoom or a zoom + rotation. They belong to the
classes Resid, Boat, New York and East Park. All the approaches
use the same parameters as in previous section. Figs. 3 and 12
show the resulting correspondences found by our method as well
as the tentative correspondences used as starting point.

We have compared all the methods with outlier detection capa-
bilities of the previous section. The graph-based approaches have
been initialized with the matching by correlation results (Corr).
We have used the matching by correlation implementation found
in Ref. [36]. In order to avoid the sparsity problem mentioned in
Fig. 2, we have applied ICP [12] to the correlation results, as a pre-
vious step to the outlier rejectors RANSAC and GTM.

From the resulting correspondences, we have estimated the cor-
responding homographies with the DLT algorithm [37]. Since the
ground truth homography between each pair of images is avail-
able, we have measured the mean projection error (MPE) of the
feature-points in the origin images. Table 1 shows the mean pro-
jection errors as well as the proportion of matched points in the
origin images. Table 2 shows the computational times in seconds.
Table 4 shows the computational times of the Matlab and C imple-
mentations of our method.

In order to show how methods benefit from outlier rejection in
a real world application, we have repeated the above experiments
using the Unified method and the pure structural method Gradu-
ated Assignment (GradAssig) [25], both without explicit outlier
rejection capabilities. We have also added modified versions of
EM-Soft and Dual-Step so that outlier rejection is disabled (marked
with an asterisk). Table 3 shows the results.
7.2. Recognition experiments

In this section we assess the recognition ability of the underly-
ing model in our graph matching method in a series of shape re-
trieval experiments on the GREC database [38] and a 25-shapes
database. In these experiments, the structure of the graphs has
been given rise by the morphology of the objects.

Due to numerical reasons, lower values of Pe are needed in the
case of this morphologically-induced graphs than in the case of
Delaunay triangulations. This is because in this case, resulting
graphs are sparser and therefore structural contributions under
Eq. (25) need to be amplified so as to play a role comparable to
the geometric contributions. We have used the first 5 graphs from
each class of the GREC database in order to tune the parameters of
all the methods. Due to the similar nature of the graphs in both
databases and to the lack of examples in the 25-shapes database
in order to perform training, we have used the same parameters
in both databases. We have used the values of Pe = 3 � 10�4 and
~q ¼ expð�1:62Þ for our method. The parameters for the rest of
the methods have been set using the same procedure.

Given a query graph G, we compute its similarity to a database
graph H using the following measure:
FGH ¼
maxbS FðG;H; bSÞ
maxðFGG;FHHÞ

ð34Þ
where, FðG;H; bSÞ ¼ ln PðGjbS;UÞ is the incomplete log-likelihood of
the observed graph G, assuming H as the missing data graph;
FGG ¼ FðG;G; IGÞ and FHH ¼ FðH;H; IHÞ, being IG and IH the identity
correspondence indicators defining self-matchings. This results in a
normalized measure FGH 2 ½0;1� that equals to one in the case of a
self-matching between two identical graphs and, moves towards
zero as they become different.
thod for point-set correspondence using the EM algorithm and Softassign,
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Fig. 12. Right column shows the results of our method using the matching by correlation results (left column) as starting point.

Table 1
Mean Projection Error (MPE) and percentage of matched points in the origin images
(%).

Resid Boat New York East Park

Method MPE % MPE % MPE % MPE %

Corr 835 27 24.5 76 31 67 463 43
ICP 40.3 87 21 100 19.4 100 88 100
EM-Soft 1.5 69 0.68 72 0.69 91 1.13 75
Dual-Step 1.3 72 1.7 62 0.7 91 153 25
ICP + RANSAC 12.3 54 10.7 64 10.9 76 98 41
ICP + GTM 32.5 61 10.5 70 2.9 70 327 45

Table 2
Computational times (in seconds). The number of points of the origin (N1) and
destination (N2) images in each case are: Resid N1 = 55, N2 = 48; Boat N1 = 50,
N2 = 61; New York N1 = 34, N2 = 34; East Park N1 = 44, N2 = 67.

Method Resid Boat New York East Park

Corr 0.54 0.55 0.26 0.55
ICP 0.22 0.18 0.13 0.2
EM-Soft 378 449 73 438
Dual-Step 3616 3794 1429 3027
ICP + RANSAC 0.29 0.24 0.18 0.3
ICP + GTM 0.23 0.25 0.17 0.27

Table 3
Mean Projection Error (MPE) and percentage of matched points (%) obtained without
outlier rejection mechanisms. A trailing asterisk (⁄) indicates a version of the original
method with disabled outlier rejection mechanisms.

Resid Boat New York East Park

Method MPE % MPE % MPE % MPE %

EM-Soft⁄ 2619 87 25.3 100 23.9 100 56.8 95
Dual-Step⁄ 26.2 83 19.5 100 1.15 91 332 100
Unified 39.8 69 12.3 86 3.04 88 1104 75
GradAssig 174 85 60.8 100 14.8 94 1716 100

Table 4
Computational times of the Matlab and C implementations of our method.

Method Resid Boat New York East Park

EM-Soft (Matlab) 378 449 73 438
EM-Soft (C) 15.5 19.5 2.1 19.1
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Note that the maximization in the numerator of Eq. (34) has the
same form as the log-likelihood maximization of Eq. (13) per-
formed by our EM algorithm (Section 4).

Performance is assessed through precision-recall plots. We
compute the pairwise similarities between all the graphs in the
database thus obtaining, for each query graph, a list of retrievals
ordered by similarity. Suppose that our database contains C classes
with N graphs each. We can define a retrieval of depth r as the first
r graphs from each ordered list. Note that the number of elements
retrieved by such an operation is rCN.

Precision is then defined as the fraction of retrieved graphs that
are relevant in a retrieval of depth r. This is,

precision ¼ #relevantðrÞ
rCN

ð35Þ

where # relevant (r) is the number of retrieved graphs that agree
with the class of their respective queries, in a retrieval of depth r.

Recall is defined as the fraction of the relevant graphs that are
successfully retrieved by retrieval of depth r. This is,

recall ¼ # relevantðrÞ
CN2 ð36Þ

where CN2 is the maximum number of relevant graphs possible.
Precision-recall plots are generated by varying r in the range

[1 . . . CN].

7.2.1. GREC graphs
We have performed retrieval experiments on the GREC subset

of the IAM Graph Database Repository [38]. This subset is com-
thod for point-set correspondence using the EM algorithm and Softassign,
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Fig. 13. An example graph of each class of the GREC database [38]. Nodes are
represented as red dots, while edges as blue lines.

Fig. 14. Compared in an affine-invariant way, graphs Figs. 14a and c show a similar
node-set arrangement, although they are from different classes. They present
however, slight differences between their structure. On the other hand, although
graphs Figs. 14a and b are from the same class, we can see missing and extra nodes
with respect to each other, while still having some differences between their
structure. With these considerations, classification is not straightforward.

Fig. 16. This database is divided into 6 classes: Shark (5 instances), Plane (4
instances), Gen (3 instances), Hand (5 instances), Rabbit (4 instances) and Tool (4
instances).

Fig. 17. Graphs generated from the skeletons of the 25 shapes of Fig. 16.
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posed by 22 classes of 25 graphs each. Fig. 13 shows an example
graph of each class. Some classes show considerable inter-class
similarities as well as significant intra-class variations such as
missing or extra nodes, non-rigid deformations, scale differences
and structural disruptions. See for example, the graphs in Fig. 14.

We have compared our method (EM-Soft) to the purely struc-
tural method GradAssig and the geometric + structural methods
Dual-Step [31] and Unified [34]. We have included two additional
pure geometric methods in order to provide evidence of the bene-
fits of the combined methods. On one hand, we have used our
method with an ambiguous structural model (i.e., Pe = 0.5). On
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Fig. 15. Precision-recall plots in the GREC database.
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the other hand, we have implemented a point-set registration algo-
rithm (EM-reg) using the following EM update rule.

Uðnþ1Þ ¼ arg maxbU
X
a2I

X
a2J

Pðwajva;U
ðnÞÞ ln Pðva;wajbUÞ ð37Þ

where Pðva;wajbUÞ is a multivariate Gaussian function of the point-
position errors given the alignment parameters.

For each method, we have used the equivalent analog of the
normalized similarity measure of Eq. (34) according to their mod-
els. All the approaches have been initialized by the tentative corre-
spondences found as explained in Appendix A. The methods that
do not use correspondence parameters have been initialized by
the alignment parameters that minimize the pairwise point-posi-
tion errors according to the aforementioned correspondences.

Fig. 15 shows the precision-recall plots obtained by varying the
depth of the retrieval from 1 to 550 (the total number of graphs in
the database).

7.2.2. 25 Shapes database
We have performed retrieval experiments on the database of 25

binary shape images of Fig. 16. Our aim here is to evaluate the rec-
ognition abilities of several general-purpose graph matching ap-
proaches. Therefore, we have not used databases containing
more specific types of deformations such as articulations because
of the limitations imposed by the affine model assumptions.

We have used the skeleton pruning approach by Bai and Latecki
[39] in order to obtain the skeletal representations. Graphs have
been generated by placing the nodes at the end and intersection
thod for point-set correspondence using the EM algorithm and Softassign,

http://dx.doi.org/10.1016/j.cviu.2011.10.009


0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
EM−Soft
Dual−Step
Unified
TM

Fig. 18. Precision-recall plots in the 25-shapes database.

12 G. Sanromà et al. / Computer Vision and Image Understanding xxx (2011) xxx–xxx
skeletal points and, the edges so as to fit to the rest of body of the
skeleton. Fig. 17 shows the graphs extracted from the above
database.

All the approaches have been initialized with the tentative cor-
respondences found as explained in Appendix A.

We have implemented an affine-invariant template matching
method in order to evaluate the benefits of using the structural
abstractions instead of using directly the binary images. We evalu-
ate the similarity between two registered binary images on the ba-
sis of their overlapping shape areas. Affine registration of the
binary images is performed according to the tentative correspon-
dences found by the method in Appendix A.

Fig. 18 shows the precision-recall plots of the graph matching
approaches EM-Soft, Dual-Step and Unified and, the affine-invariant
template matching (TM).
8. Discussion

In the matching experiments under non-rigid deformations our
method has shown to be the most effective among the compared
graph-matching methods. Moreover, it shows a computational
time in the typical range of the graph-matching methods. Dual-
Step obtains a higher correct correspondence rate than Unified.
However, its computational time is higher as well.

The matching experiments in the presence of outliers show that
our method outperforms the compared ones. Dual-Step performs as
effectively as RANSAC. Moreover, while outlier rejectors are specif-
ically designed for these type of experiments, Dual-Step has a wider
applicability.

The matching experiments on real images show that our meth-
od performs generally better than the others. Dual-Step performs,
in most cases, similarly as ours but with higher computational
times. It is worth mentioning that the considerable computational
times required by Dual-Step are mainly due to the bottleneck that
represents its outlier detection scheme. The graph-matching meth-
ods generally find more dense correspondence-sets. The ensembles
ICP + RANSAC and ICP + GTM do not perform as effectively as the
graph-matching methods but they do it faster.

Furthermore, we show how different methods benefit from out-
lier rejection in a real world application.

The efficiency shown by the C implementation of our method
suggests that, while the outlier rejectors are appropriate for a reg-
ular real-time operation, it is feasible to use our method in specific
moments when more effectiveness is required.

The dictionary-based structural model of the Dual-Step [31] has
demonstrated to be the most effective in the retrieval experiments
on the GREC database. Our method shows a performance decrease
Please cite this article in press as: G. Sanromà et al., A new graph matching me
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with respect to Dual-Step. Unified is unable to deal with the type of
graphs used in this experiment.

Neither the pure geometric methods nor the pure structural
(GradAssig) are as accurate as Dual-Step and EM-Soft in the preci-
sion-recall scores. This demonstrates the benefits of combining
both sources of information as opposed to using them separately.
Particularly revealing of this fact is the comparison between the
two versions of our method.

In the 25-shapes database the proposed method and the Dual-
Step obtain similar scores. The affine-invariant template matching
method only retrieves correctly the most similar instances of each
class. As we increment the depth of the retrieval and more signif-
icant intra-class variations appear, the direct comparison of tem-
plates experiments a decrease in performance with respect to
our structural approach. This shows the benefits of using structural
representations as opposed to template-based strategies in the
present application. The limitations of the affine model assump-
tions prevents us from using shape databases presenting further
deformations such as larger articulations.
9. Conclusions

We have presented a graph matching method aimed at solving
the point-set correspondence problem. Our model accounts for rel-
ative structural and geometrical measurements which keep paral-
lelism with the compatibility coefficients of the Probabilistic
Relaxation approaches. This contrasts with other approaches that
use absolute position coordinates [31,34]. Unlike other approaches
[31,34,32,30], our underlying correspondence variable is continu-
ous. To that end, we use Softassign to solve the individual assign-
ment problems thus, enforcing two-way constraints as well as
being able to control the level of discretization of the solution.
Moreover, gradually pushing from continuous to discrete states re-
duces the chances of getting trapped in local minima [25]. We de-
velop mechanisms to smoothly detect and remove outliers.

In contrast to other approaches such as Unified [34] and Dual-
Step [31], the proposed approach has the distinguished properties
that it uses Softassign to estimate the continuous correspondence
indicators and it is based on a model of relational geometrical mea-
surements. Such properties demonstrate to confer the proposed
approach a better performance in many of the experiments
presented.

Our method is controlled by two parameters, namely, an outly-
ing threshold probability q and a probability of structural error Pe.
We have not found any particular dependence of the parameter q
to a specific application and hence, we have used the same value in
all the experiments. On the contrary, the parameter Pe scales the
contribution of the structural component of our model which is
to be compared to the geometric part, and so, there is a depen-
dence of this parameter to the type of graphs (Delaunay triangula-
tions, morphologically-induced graphs, etc.). For this reason we
have needed two different values of Pe in the case of Delaunay tri-
angulations and morphologically-induced graphs in the experi-
mental evaluation.
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Appendix A

The following is an adaptation of the Belongie et al.’s shape con-
texts [40] in order to match point-sets regardless of their
thod for point-set correspondence using the EM algorithm and Softassign,
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orientations. Given two point-sets (in our case, the positions of the
nodes), p ¼ f~pag;8a 2 I and q ¼ f~qag;8a 2 J , we arbitrarily
choose one of them (e.g., q) and create M subsets at different orien-
tations by applying M rigid-body rotations uniformly distributed
along the range [0, . . . ,360] degrees.1 We therefore obtain the sub-
sets qm, m 2 [1, . . . ,M], corresponding to M different orientations of
q. Next, we compute the shape contexts, a kind of descriptor (log-po-
lar histograms) that, for each point, encodes how the rest of the
points are distributed around it. We do it for the M + 1 point-sets
p and qm,m 2 [1, . . . ,M]. Using the v2 test statistic between the shape
contexts [40], we compute the M matrices of matching costs Cm.
Thus, Cm

aa indicates the cost of matching the point~pa 2 p to the point
~qm

a 2 qm. By applying the Hungarian algorithm [41] to each Cm, we
compute the optimal assignments f m : I ! J from the points in p
to those in each one of the qm’s. We choose as the prevailing orien-
tation m, the one with the minimum matching cost, i.e.,
m ¼ arg minm̂

P
Cm̂

a;f m̂ðaÞ

n o
and, the resulting correspondences are

those defined by fm.
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